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Thesis summary

Understanding natural variations in the climate system and the influence of different
components of the climate system on these variations is an important prerequisite to
interpret past changes in the climate system and projections for the future. In this the-
sis an atmosphere-ocean-chemistry-climate model (AOCCM) is developed by coupling
a chemistry-climate model (CCM) to an ocean model, which is then used to analyse
the influence of the atmospheric chemistry in various case studies. A particular focus is
on interactions between the atmospheric chemistry and the external forcings, motivated
by the questions whether the atmospheric chemistry reinforces or balances changes in
the climate system. Furthermore, the role of solar variations and volcanic activity for
past and future climates is addressed in simulations for the past 400 and the upcoming
100 years. These simulations are forced by a state-of-the-art spectral solar forcing re-
construction with a large amplitude and the results are compared against proxy based
temperature reconstructions.
The introductory chapter gives an overview of the climate system and the compo-

nents and processes relevant for this thesis. Furthermore, the current state of knowledge
of the past (and future) solar and volcanic activity as well as the principles of the strato-
spheric ozone chemistry and their interactions with the climate system are summarised.
In Chapter 2 the model SOCOL-MPIOM is presented and the characteristic of the

AOCCM is evaluated using a number of pre-industrial control simulations and transient
experiments for the period 1600-2000 AD. A pre-industrial time-slice simulation with
interactive chemistry is used to analyse the characteristics of the coupled model, which
is compared to a second control simulation forced by the same boundary conditions, but
without interactive chemistry. By comparing both simulations, we find an overall minor
influence of the interactive chemistry on the climate state and the variability. Tempera-
tures differ in the mesosphere and the higher stratosphere. These changes are related to
a parametrisation for UV absorption by oxygen and ozone and to diurnal variations in
the ozone concentrations in the mesosphere, both are included in the model with inter-
active chemistry only. The influence of these temperature differences on the dynamics
is small and limited to the stratosphere. Furthermore, SOCOL-MPIOM is used in tran-
sient simulation for the period 1600-2000 AD, forced by two spectral solar irradiance
(SSI) reconstructions with medium and large centennial scale variations, respectively.
The influence of the solar forcing is obvious in the pre-industrial temperature variations,
although the differences between the two forcings is not always detectable. Overall, the
Northern Hemispheric scale temperature variations are within the uncertainty range of
proxy based temperature reconstructions, but the spatial patterns for the Maunder and
the Dalton Minimum suggest an overestimation in many regions. In the industrial pe-
riod the simulations undergo a pronounced and globally uniform increase of surface air
temperature. In comparison to observations the temperature trends are overestimated
by about a factor of two. In sensitivity experiments, the relative importance of the ma-
jor greenhouse gases (GHGs), the solar forcing, stratospheric and tropospheric aerosols,
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as well as the simulated ozone changes are assessed. Furthermore, climate sensitivity
experiments are performed to estimate the climate sensitivity of SOCOL-MPIOM. In
summary, the simulated temperature trends from 1850 onwards can be understood by a
combination of the GHGs induced warming with additional positive contributions from
the comparable large solar forcing used and the simulated ozone changes. All of them
are amplified by the comparable high climate sensitivity of the model (transient climate
response: 2.2 K). This study is published as a discussion paper in Climate of the Past
Discussions and is currently under review for publication in Climate of the Past.

Chapter 3 presents a study published in the Journal of Geophysical Research, in which
we use a configuration of SOCOL-MPIOM without interactive chemistry to analyse the
role of different ozone climatologies in the dynamic response to strong tropical volcanic
eruptions. Ozone climatologies are commonly used in models without interactive chem-
istry to consider seasonal variations in the ozone concentrations in the radiation schemes.
Here, we compare a climatology with stronger and weaker meridional ozone gradients.
Ensemble simulations were conducted with a single strong volcanic eruption in the begin-
ning and compared to a set of ensemble control simulations without volcanic eruptions,
for each climatology separately. With larger meridional gradients in stratospheric ozone,
the northern polar vortex is stronger in the background state and the eruption leads to
an additional intensification. This intensification results in a significant increase in the
coupling of wind anomalies between stratosphere and troposphere and a highly signifi-
cant positive phase of the North Atlantic Oscillation (NAO) in the first winter after the
eruption. With weaker meridional ozone gradients the response is qualitatively similar
but weaker and not significant. The comparison of the number of coupling events in the
ensemble simulations reveals indications for non-linear interactions between the ozone
gradient and the perturbation by the volcanic aerosols.

Following from these results Chapter 4 focuses on the ozone changes after a strong
volcanic eruption in the model with interactive chemistry. Ozone changes are in general
influenced by two different processes. Firstly, stratospheric dynamics and chemical re-
actions rates are affected by the warming in the tropical lower stratosphere, which we
summarise as dynamical processes. Secondly, the volcanic aerosols provide surfaces for
a number of heterogeneous chemical reactions in the aerosol clouds, that modify the
chemical ozone balance of the stratosphere. In idealised simulations the importance of
these two processes as well as the combination of both for the ozone changes and the
dynamics is addressed by a number of ensemble simulations. Furthermore, the influence
of the eruption strength and the climate state, i.e. a present day atmosphere vs. a
pre-industrial atmosphere, is simulated. The two climate states differ in their amount
of GHGs and ozone depleting substances in the atmosphere. We find that dynamical
processes result in rapid changes in the ozone concentrations in the tropics and mid
latitudes, almost independent of the climate state. The dynamical mechanism has the
largest effect on the dynamics with the intensification of the polar vortex and the fol-
lowing changes in the tropospheric circulation of the northern high latitudes. Significant
influences of the second mechanism, heterogeneous chemical reactions are only found in
the present day climate state, with a general reduction of the ozone concentrations that
is amplified in the high latitudes during polar night and spring. The reaction of the
chemistry is slower in comparison to the dynamic mechanism, but longer lasting. With
larger eruption strength the amplitude and the duration of the ozone depletion increases.
The ozone changes lead to a slight but significant weakening of the polar vortex in mid
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winter and a slight intensification in spring. The results of this study are currently under
review for publication in the Journal of Geophysical Research.
The appendix of this thesis covers three publications addressing mainly the role of

solar variability. In Chapter A.1, published in the Geophysical Research Letters, the
influence of a possible grand solar minima within the 21th century is simulated under the
RCP 4.5 scenario. Two different reduction scenarios are compared to simulations without
reduced solar forcing. With solar minima the temperatures at the end of the 21th century
increase by 1.61◦C, 1.75◦C for a strong and weak minimum, respectively, in comparison
to 1.96◦C without solar minimum. Furthermore, a significant delay of the stratospheric
ozone recovery is found with solar minimum, in particular in the tropics and subtropics.
Finally, sensitivity experiments for the Dalton Minimum (DM) are presented in Chapter
A.2 and A.3, published in Atmospheric Chemistry and Physics and Climate of the Past,
separately for the stratospheric dynamics and chemistry and dynamical changes in the
troposphere. Here, we explore the relative importance of the top-down (UV variability
only), bottom-up (visible and near infrared variability only), volcanic aerosols, and en-
ergetic particle precipitation (EPP) for climate change in the period 1780-1840. In the
stratosphere, UV variability significantly reduces the ozone concentrations and cools the
middle atmosphere, but the influence on the dynamics is weak. Dynamical changes are
mainly a result of the volcanic aerosols, which heat the lower tropical stratosphere and
intensify the polar vortices in both hemispheres. Volcanic aerosols further have opposing
effects on stratospheric ozone. Increased stratospheric water vapour concentrations en-
hance the catalytic ozone destruction by HOx whereas heterogeneous chemical reactions
increase ozone in the tropical stratosphere. Variation in the visible spectrum and EPP
have only very small influence on the stratosphere during the DM. In the troposphere,
however, the volcanic eruptions together with variations in the visible and near infrared
are the driver of the temperature variability, whereas the influence of the top-down mech-
anism is low. Volcanic eruptions, furthermore, significantly affect the dynamics, visible
in a widening of the Hadley cell and the winter warming pattern in the northern high
latitudes.
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Chapter 1.

Introduction

1.1. Motivation

Human activity has changed the composition of the atmosphere faster and more funda-
mental than any time in the last 800 000 years (IPCC, 2013). By the emission of more
than 550 Gt of carbon, the radiative forcing has undergone rapid changes making it
extremely likely that the observed temperature increase is due to human emitted green-
house gases (IPCC, 2013). Furthermore, the emission of ozone depleting substances has
dramatically changed the chemical composition of the stratosphere, resulting in a serious
loss of stratospheric ozone (WMO, 2002). The fingerprint of human influence is obvious
almost everywhere on our planet, leading to the discussion whether the Earth has entered
a new era, the Anthropocene (Crutzen and Stoermer, 2000). While the Montreal proto-
col (1987) implemented a fast and rigorous reaction to the stratospheric ozone depletion,
a similar agreement for the emission of GHG is still outstanding.
A comprehensive understanding of the climate system, the processes driving climate

change, and the underlying uncertainties is fundamental to project future changes in
the climate system, the regional impacts, and to develop and implement mitigation and
adaptation strategies. This involves in particular knowledge about natural changes, both
due to internal variations of the climate system and due to changes caused by varia-
tions in the external forcings. Moreover, the climate system is a complex system of
interacting components. Therefore, also interactions between different components are
important, since changes may be amplified (damped) by positive (negative) feedbacks in
other components of the climate system.
This thesis focuses on the influence of atmospheric chemistry on the climate in cou-

pled AOCCM simulations. Therefore, a CCM has been coupled to an interactive ocean
model. Of particular interest is the response of the model to solar variability and volcanic
activity on past and future climate and the role of atmospheric chemistry in shaping this
response. The following chapter gives an overview of the climate system and the processes
relevant for this thesis. Furthermore, the model used and the simulations conducted are
introduced. An outline of the following chapters is given at the end.

1.2. The climate system

Climate is the pattern of variations (statistic) of the weather for a specific area and a
sufficient long period of time (Cubasch et al., 2013). The weather can be described by a
set of meteorological variables (temperature, sea level pressure, precipitation, etc.) that
characterise the current state of the atmosphere for a particular moment in time. Climate
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1. Introduction

Figure 1.1.: Schematic overview of the climate system with the most important climate compo-
nents and their interactions (Fig. from Le Treut et al., 2007).

change refers to a change in the statistic of the climate, which can reflect, e.g., in a change
of the average or the extreme values. The term climate system is appropriate, since
climate is the result of interactions between several components. The major components
of the climate system are the atmosphere, the ocean, the cryosphere, the land surface,
and the biosphere (Fig. 1.1). Each of them, however, can be divided further, e.g., the
atmosphere into a physical and a chemical component. All of these components exchange
energy, mass, momentum, and freshwater with each other. Changes in the fluxes alter
the internal dynamics of each component, which in turn affect the exchange with other
components. The climate system therefore is a coupled system. Each component is
characterised by a different response time scale. The atmosphere usually adjusts very
rapidly to changes, the ocean on the other side needs several millennia until a change
is balanced and a new equilibrium is reached. In reality, the climate system is never in
equilibrium, since the boundary conditions are changing throughout the time.

The atmosphere is a thin gaseous layer around the Earth, consisting of nitrogen (N2,
78.08%), oxygen (O2, 20.95%), argon (Ar, 0.93%) and a large number of trace gases.
Important trace gases are carbon dioxide (CO2), with concentrations of 0.039% or 390.5
ppm (parts per million) in 2011 (Hartmann et al., 2013), and water vapour, the latter
undergoes pronounced variations in time and space. Besides the gaseous components,
the atmosphere also contains various aerosols, which are important for cloud formation
and in the absorption and reflection of radiation.

Different metrics exist to describe the vertical structure of the atmosphere. A common
criterion is the vertical temperature profile, which divides the atmosphere into spheres

2



1.2. The climate system

Figure 1.2.: Vertical temperature structure of the atmosphere and related atmospheric layers
(Fig. from Brasseur et al., 1999).

with homogeneous temperature gradients (Fig. 1.2). Following this, the lowermost part
of the atmosphere is the troposphere, where temperatures in general continuously de-
crease up to the tropopause. The altitude of the tropopause depends on the latitude
with up to 17 km in the tropics and about 9 km in the high latitudes. Besides this
decline of the tropopause height from low to high latitudes, pronounced variability in the
tropopause level exists. The troposphere stores most of the atmospheric water vapour
and is the sphere where weather takes place. Above the tropopause in the stratosphere,
temperatures increase again, up to the stratopause at about 50 km. Increasing tem-
peratures are related to the absorption of radiation linked with stratospheric chemistry,
most important the ozone chemistry. The water vapour pressure in the stratosphere is
in general very low, but under extreme cold conditions of the polar stratosphere, spe-
cific types of polar stratospheric clouds (PSCs) can develop. The stratosphere is also
important in the context of understanding the global impact of strong volcanic erup-
tions. In the troposphere, volcanic aerosols are usually deposited after several days or a
few weeks. Their influence on the climate is therefore only short lived. However, if the
emitted eruption products are transported across the tropopause they can stay in the
stratosphere for several years. Furthermore, the stratospheric circulation distributes the
aerosols globally with impacts on the large scale radiance balance. Although the weather
is mainly limited to the troposphere, the dynamics in the stratosphere can also influence
the troposphere and vice versa. Above the stratopause in the mesosphere, temperatures
decrease again up to the mesopause (80 km). From there on in the thermosphere, the
sign of the temperature profile changes again.
An alternative metric for the vertical structure of the atmosphere divides the atmo-

sphere into the well mixed homosphere and the heterosphere, where molecular diffusion
dominates. The transition zone between homosphere and heterosphere is called tur-
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1. Introduction
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Figure 1.3.: Monthly mean zonally averaged temperature (contours) and standard deviation
(colours) for (left) June and (right) December in ERA Interim (Dee et al., 2011)
averaged over the period 1979-2012.

bopause (80-100 km). Furthermore, the radio-electrical properties allow a separation
into the neutrosphere, with mainly neutral gases and the ionosphere, where solar UV and
shorter wavelength produce free electrons and electrically charged atoms and molecules.
The word climate originates from Greek word for incline (klínin, κλίνειν), which already

refers to the primary driver of the climate system the Sun. A small fraction (a billionth)
of the energy emitted by the Sun reaches our planet where it is either reflected back to
space or absorbed in the atmosphere or at the surface. The amount of solar radiation that
reaches the surface, however, depends on the inclination angle (path length through the
atmosphere), which is a product of the time of the day, the season and the latitude. The
short-wave (SW) radiation available at the surface is therefore not equally distributed,
but is larger in low than in high latitudes and greater in summer than in winter.
The spatial and temporal differences in the energy input from the Sun result in tem-

perature differences (Fig. 1.3), which drive the dynamics in the atmosphere and the
ocean. In the troposphere, the highest temperatures are found in the tropics, almost
independent of the season. Towards the poles, the seasonal differences become larger for
both hemispheres. In the stratosphere, the differences between summer and winter are
even more pronounced. Very cold conditions (< -70◦C) are found in the winter polar
stratosphere facilitating the formation of PSCs, while temperatures in the summer polar
stratosphere are in the order of -40 ◦C. Persistent cold conditions are present in the lower
tropical stratosphere during the entire year. Emphasis is put here on the fact that the
climatological mean temperature exhibits profound month-to-month and year-to-year
variability. The largest temperature variability in the stratosphere occurs in the high
latitudes during the winter months, similar to the troposphere, although the variability
in the stratosphere is overall more pronounced.
The temperature differences between high and low latitudes and the seasonal variations

drive characteristic circulation patterns, depicted in Figure 1.4. The general tendency
of the circulation is to balance the temperature contrasts by the transport of heat from
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1.3. Climate variability and external forcings

summer hemispherewinter hemisphere summer hemisphere winter hemisphere
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Figure 1.4.: Monthly mean zonally averaged zonal mean wind component (contours) and stan-
dard deviation (colour) for (left) June and (right) December in ERA Interim (Dee
et al., 2011) averaged over the period 1979-2012.

warmer to colder regions. This type of circulation is called the diabatic circulation
(Andrews et al., 1987). In the lower atmosphere, the heating is in all seasons larger
in the low than in the high latitudes leading to a meridional circulation towards the
poles. In a rotating system the Coriolis torque applied to this circulation results in
a westerly flow in both hemispheres. The position of the maximum westerlies, i.e., the
subtropical jet changes with the season. In the stratosphere, where the seasonal variation
in the temperatures is larger, the temperature differences between high and low latitudes
lead to an easterly circulation in summer, while the winter hemisphere is dominated by
westerlies. This characteristic stratospheric westerly flow includes also the stratospheric
polar vortex. The mean circulation differs between the Northern Hemisphere (NH) and
the Southern Hemisphere (SH) in several aspects. In general, the zonal velocities are
larger in the SH and the variability is lower. These differences are mainly a result of the
different lower boundary conditions of the atmosphere, in particular the large amount of
ocean surface and only a few meridional oriented mountain ridges in the SH. Pronounced
variations in the zonal wind are obvious for the westerly circulation in the northern
stratosphere during December. A second maxima is found in tropical latitudes, related
to the Quasi-Biennial Oscillation (QBO) a pattern of alternating westerly and easterly
wind regimes, with a period of approximately 28 months (Baldwin et al., 2001). In the
SH the variability in the stratospheric circulation is lower. In the troposphere, variability
maxima are found for the subtropical jets.

1.3. Climate variability and external forcings

Climate variability is associated with a wide range of time scales. Pronounced variations
are related to the daily cycle, a consequence of the rotation of the Earth around its axis
and to the annual cycle, caused by the rotation of the Earth around the Sun (ecliptic)
and the tilt of the Earth’s axis (obliquity). The characteristics and relative importance
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1. Introduction

of both, however, depends on the latitude. These variations related to cyclic changes in
the boundary conditions are well understood and predictable.
A major source of uncertainty and thus a challenge for the climate sciences are internal

variations generated by the climate system itself as well as climate variations caused by
changes in the external forcings. The climate system is a complex and chaotic system
of interacting components that produce a number of non-linear phenomena including
positive (amplifying) and negative (controlling) feedbacks (Rind, 1999; Rial et al., 2004).
Furthermore, the non-linearity is associated with a high sensitivity to the initial state,
meaning that very small differences in the beginning can result in large differences in
later states (Lorenz, 1963). These characteristics produce a number of so-called modes
of variability. These modes can be generated by the atmosphere only (e.g., NAO, QBO),
result from atmosphere-ocean interactions (e.g., El-Niño Southern Oscillation (ENSO)),
or are produced internally by the ocean (e.g., Atlantic Meridional Overturning Circula-
tion (AMOC), Atlantic Multidecadal Oscillation (AMO)). For some of these patterns,
however, it is not completely clear whether the variations originate from internal pro-
cesses or whether they are externally forced (e.g., AMO; Otterå et al., 2010; Booth et al.,
2012; Zhang et al., 2013). Several of the variability modes are not completely chaotic,
but are characterised by oscillations between a number of quasi-stationary states (e.g.,
QBO).
The NAO is the leading mode of variability in the Atlantic-European region on time

scales of weeks to decades (Hurrell, 1995; Wanner et al., 2001), in particular during the
winter months. The classical station based definition of the NAO index is expressed by
the sea level pressure difference between Iceland and the Azores or Lisbon. Alternative
definitions use the first empirical orthogonal function (EOF) of the sea level pressure
or 500 hPa geopotential field of the North Atlantic. A positive phase of the NAO is
associated with a higher pressure gradient between north and south, an enhanced westerly
flow, increasing temperatures and precipitation in Northern Europe, and colder and dryer
than average conditions in Southern Europe. For negative NAO indices these pattern
shift to its opposite phase. Several attempts have been made to reconstruct the NAO back
in time (compare review of Pinto and Raible, 2012). General circulation model (GCM)
simulations for the last millennium and comparison studies for different reconstructions,
however, have questioned the assumption of stationarity of the atmospheric circulation
pattern and teleconnections over time (Schmutz et al., 2000; Raible et al., 2006; Lehner
et al., 2012; Raible et al., 2014).
The NAO is closely related to the Arctic Oscillation (AO) or the Northern annu-

lar mode (NAM), covering the entire NH and the middle atmosphere (Thompson and
Wallace, 1998, 2001). In fact, variations in the stratospheric NAM are manifestations
of variations in the intensity of the stratospheric northern polar vortex and the sur-
face modes are modulated by the stratospheric circulations (Baldwin and Thompson,
2009). A stronger polar vortex is typically associated with a positive phase of the AO
and also the NAO in the troposphere, whereas a weakening of the vortex is often fol-
lowed by a negative phase of the AO/NAO. The exchange of momentum between the
stratosphere and the troposphere is called stratosphere-troposphere coupling (Baldwin
et al., 1994; Baldwin and Dunkerton, 2001; Thompson et al., 2005). Often, stratosphere-
troposphere coupling is described statistically, e.g., by composite or correlations between
the stratospheric and tropospheric NAM (e.g., Baldwin and Thompson, 2009) or zonal
wind anomalies for different levels (e.g., Christiansen, 2001, 2005). Several mechanisms
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have been proposed to be involved in the coupling (Shepherd, 2002; Song and Robinson,
2004; Haynes, 2005), but the theoretical understanding of the governing processes is still
limited (Thompson et al., 2011; Gerber et al., 2012).
Another type of variability of the climate system is driven by changing external forc-

ings, e.g., volcanic eruptions. Furthermore, changes in the boundary conditions, e.g.,
land use or the orbital parameters can be attributed to this kind of variability. The non-
linearity of the climate system is relevant for these variations as well, since feedbacks
can amplify or weaken the response. This thesis focuses on the role of solar variability
and volcanic activity for the climate. The current state-of-knowledge about past (and
future) variations of both forcings, the associated uncertainties, and the mechanisms of
solar and volcanic influence on the climate are summarised below.

1.3.1. Solar variability

The Sun is known to vary on different time scales (Gray et al., 2010). Most prominent
and best understood is the (on average) 11-yr cycle of solar variability (Schwalbe cycle),
but evidence for variability on longer time scales is found in documentary data, e.g., for
the observed sunspot numbers or in proxy archives (Beer et al., 2006). In the following,
different techniques to reconstruct solar variability for the past millennium are presented
and the uncertainties involved are discussed. Furthermore, the possibility of a grand
solar minima in the near future is reviewed. In the second part, the general mechanisms
how solar variability influences the climate are presented.

Current, past, and future solar variability

For the 11-yr cycle, satellite observations for more than 30 years are available. Therefore,
the amplitude of total solar irradiance (TSI) variability on this time scale is well estab-
lished, although the spread between different instruments is large for the absolute value
(Rottman, 2006). To overcome this artefact, several groups generated TSI composites
by correcting for instrumental biases and drifts, e.g., the PMOD composite (Fröhlich,
2006). Based on measurements from recent instruments operating in space, the TSI is
estimated at 1361.8 ± 0.5 Wm−2 (Kopp and Lean, 2011). For the last two solar cycles,
the TSI varied about ∼1.1 Wm−2 or 0.08% (Haigh, 2007). Evidence for variations on
decadal and centennial time scales is found in historical documents, e.g., in documented
sunspot observations (Wolf, 1861). These documents suggest several periods of reduced
solar activity during the last centuries, so-called grand solar minima (Eddy, 1976). The
last two grand minima are the Maunder Minimum (MM) between 1655 and 1710 and
the DM from 1790 to 1830. However, the amplitudes of the TSI reduction during these
minima remain uncertain. Besides the variations in the TSI also the spectral compo-
sition varies. Particularly, the variation of the solar spectrum on shorter wavelength
(ultra-violet, UV) are much stronger than the variations in the visible and near infrared
(Lean, 2000; Ermolli et al., 2013).
Evidence for solar variability on time scales of centuries and longer is based mainly on

cosmogenic radionuclides derived from proxies, i.e., 10Be concentrations from ice cores
and 14C from tree rings (Beer et al., 2006; Steinhilber et al., 2008, 2009, 2012). Cosmo-
genic radionuclides are produced in the upper atmosphere by galactic cosmic rays (GCR),
the amount of GCR that enters the atmosphere, however, is modulated by the magnetic
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field of the Earth and the geomagnetic field of the Sun. During periods with higher solar
activity, the geomagnetic field of the Sun is stronger and less GCR enter the atmosphere.
After production, 10Be is attached to aerosols and deposited within approximately one to
two years. 14C is oxidised to 14CO2, thus deposition and transport depend on the state
of the carbon cycle and knowledge about past variations in the carbon cycle is needed
to interpret 14C records (Roth and Joos, 2013). Nevertheless, 10Be and 14C can act as
two (independent) proxies for the activity level of the Sun. Uncertainties are involved in
the transport and deposition of the cosmogenic radionuclides (Field et al., 2006; Heikkilä
et al., 2009, 2011; Abreu et al., 2012b), in the assumptions made for the state of the car-
bon cycle (Roth and Joos, 2013), and in the reconstructed geomagnetic field (Knudsen
et al., 2008). Furthermore, some of the recent changes, like opposite 10Be trends in ice
core records from Antarctica and Greenland during the 20th century are not understood
so far (Muscheler et al., 2007). Nevertheless, the cosmogenic radionuclides measurements
allow the reconstruction of past solar activity, typically expressed by the solar modulation
potential Φ, which can further be used to reconstruct the TSI and the SSI. Depending
on the reconstruction method, different assumptions about the activity level of the Sun
are required (e.g., Schmidt et al., 2011, 2012). The differences between the assumptions
explain the large diversity in the available TSI reconstructions. Schrijver et al. (2011),
for instance, assume that the quietest level of the entire Sun was observed in the year
2009. A solar activity reconstruction based on this assumption leads then to similar TSI
values for the MM as observed in 2009. Contrary, Shapiro et al. (2011) assume that
the quietest area on the present day Sun identified in observations corresponds to the
lowest possible activity level of the entire Sun. Their spectrally resolved reconstruction
proposes a TSI amplitude of 6 ± 3 Wm−2, expressed by the TSI differences between MM
and present day.

To some extent, reconstructions are based on physical models for the Sun. The ob-
served variations in the solar activity originate from changes in the magnetic field of
the Sun. By using this information, so-called solar dynamo models can reproduce the
observed TSI variations reasonable well (Solanki et al., 2013). Still, deficits are found
for the long-term variability, where the characteristic periodicities of solar variability as
found in proxy records can not be sufficiently reproduced. Recently, Abreu et al. (2012a)
proposed that solar variability may be modulated by the planets of the Solar System by
applying a torque on the Sun. Using orbital information for the past they were able to
reproduce the spectral characteristic of solar variability. Still, the force applied by the
planets is too low to have significant direct effects in the Sun. Therefore, some amplifying,
non-linear interactions in the Sun are required.

Nowadays, the understanding of the physical processes that influence the activity level
of the Sun are not large enough to produce predictions of the future solar activity using
dynamical models. Still, the information from the past, as it is conserved in observations
or proxies, could be used to predict solar activity for the future by the application of
statistical models (Abreu et al., 2008; Lockwood, 2010; Steinhilber and Beer, 2013). The
satellite instrument records cover now three complete solar cycles from cycle 21 to 23.
In this period, the long-term change in the activity of the Sun is rather low. Still,
in the minimum level for each cycle is decreasing (Fröhlich, 2009). Furthermore, the
transition phase between the end of the last and the start of the current cycle was longer
than expected. These two metrics already indicate that the current period with high
solar activity may end in the near future (Russell et al., 2010). Indeed, when using
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the spectral characteristic from solar reconstructions for statistically based predictions,
a solar minimum within the 21th century is likely (Lockwood, 2010; Roth and Joos,
2013; Steinhilber and Beer, 2013). Still, the amplitude of the TSI reduction is difficult to
predict, since the periodicities used are stable in time but the amplitudes of the variations
change (Steinhilber and Beer, 2013).

Solar influences on the climate system

With the Sun being the primary driver of the climate, the idea that variations in the
solar activity may influence the climate on the Earth was already discussed more than
200 years ago (Herschel, 1801). Since then fingerprints of solar variability have been
identified in an enormous number of studies covering many different components of the
climate system and time scales (see reviews of Haigh, 2003, 2007; Gray et al., 2010;
Lockwood, 2012; Roy, 2013). Two mechanisms have been proposed for the influence
of irradiance variability on the climate (Fig. 1.5). Note that these mechanisms are
not exclusively related to the solar forcing, but are, e.g., also involved in the response
to volcanic eruptions. The bottom-up mechanism assumes that the variations in the
solar forcing mainly affect the surface. In this case different feedback mechanisms, e.g.,
cloud feedback and air-sea interactions, may modulate or amplify the response (Meehl
et al., 2003, 2008; Misios and Schmidt, 2013; Zhou and Tung, 2013). In the top-down
mechanism, variability in the ultra-violet radiation (UV) influences ozone production,
heating rates, and the meridional temperature profile in the stratosphere (Haigh, 1996).
By interactions between stratosphere and troposphere (see Baldwin and Dunkerton, 2005,
for a review) the solar signal in the stratospheric heating rates affects the tropical Hadley
circulation (Shindell et al., 1999; Kodera and Kuroda, 2002; Haigh et al., 2005) and via
the winter polar vortex the annual modes in the high latitudes (Kodera, 2003; Ineson
et al., 2011). In reality, the separation of both effects is difficult and GCM results indicate
that both processes are needed to reproduce a realistic response (Rind et al., 2008; Meehl
et al., 2009).
Besides irradiance variability, solar variability is also reflected in the amount of ener-

getic particles that enter the climate system. Although energetic particles are not in the
focus of this thesis a brief overview is given in the following. Energetic particles come ei-
ther from outside of the planetary system or from the Sun. The former are GCRs, which
interact with atmospheric constituents when they enter the atmosphere and have been
proposed to affect cloud formation (Dickinson, 1975; Svensmark et al., 2009). However,
evidence for a link between GCRs and clouds is low (Laken et al., 2012) and the effect is
probably too weak to influence climate significantly (Myhre et al., 2013). Solar energetic
particles (SEPs) are energetic particles emitted by the Sun during solar flare events, i.e.,
massive magnetic eruptions on the Sun. Furthermore, the solar wind transports so-called
energetic electrons to the Earth’s atmosphere. Both cause ionisation, dissociation, and
the production of species that are involved in different catalytic ozone destruction cycles
(e.g., Solomon et al., 1982; Jackman et al., 2008).
There is an ongoing discussion whether the Little Ice Age (LIA), a relatively cold pe-

riod between the 15th and the 18th century, is related to external influences (reduced solar
and increased volcanic activity) or a result of internal variability in the climate system
and whether the LIA was a global phenomena (e.g., Wanner et al., 2008; Mann et al.,
2009). For the last two grand solar minima of the LIA (MM and DM) the associated
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Figure 1.5.: Schematic overview of the different influences of solar variability on the climate
based on Kodera and Kuroda (2002) and Gray et al. (2010). Processes not directly
considered in this thesis (GCR and SEP) are shown in grey.

temperature changes have been evaluated in several GCM studies using different recon-
structions for the TSI (e.g., Shindell et al., 2001; Rind et al., 2004; Zorita et al., 2004;
Yoshimori et al., 2005; Jungclaus et al., 2010; Spangehl et al., 2010; Swingedouw et al.,
2011). Other studies analysed the climate characteristics of these periods in proxy based
reconstructions (e.g., Shindell et al., 2001; Luterbacher et al., 2002, 2004; Waple et al.,
2002; Guiot et al., 2010; Mann et al., 2009). For Europe, several studies report evidence
for colder temperatures associated with periods of reduced solar activity (Shindell et al.,
2001; Waple et al., 2002; Luterbacher et al., 2004), while others do not find an influence
on temperatures (Guiot et al., 2010). Globally, there is little evidence for a synchronised
onset of the LIA on both hemispheres (PAGES 2k Network, 2013). Fernández-Donado
et al. (2013) compared several model simulations for the last millennium to a large num-
ber of proxy reconstructions found broad agreement on a hemispheric scale, but large
differences in the spatial patterns of the temperature anomalies. They concluded, that
either internal variability is a major player for temperature variability in the last millen-
nium or the models do not allow for realistic response pattern to external forcings.

Regional cold anomalies in Europe, e.g. in the MM, may be related to bottom-up
mechanisms or to circulation changes related to the top-down process. During solar
minima, the top-down mechanism is expected to lead to negative AO phases. Several
NAO reconstructions indeed report a more negative phase for the MM (Luterbacher et al.,
1999; Glueck and Stockton, 2001; Rodrigo et al., 2001; Cook et al., 2002; Luterbacher
et al., 2002; Trouet et al., 2009), but the results for other grand solar minima differ
substantially between the reconstructions. Negative AO/NAO phases during grand solar
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minima have also been found in model simulations (Cubasch et al., 1997; Shindell et al.,
2001, 2003; Zorita et al., 2004; Spangehl et al., 2010; Swingedouw et al., 2011). However,
while some studies indicate an instantaneous response for the MM (Shindell et al., 2003;
Rind et al., 2004; Spangehl et al., 2010) others find a lagged response with lags of 20
years or longer (Shindell et al., 2001; Swingedouw et al., 2011). Yet others found a shift
of the NAO from a negative to a positive state in the middle of the solar minima (Zorita
et al., 2004). Furthermore, Spangehl et al. (2010) showed that a better representation of
the stratosphere is not necessarily needed to reproduce the NAO response to solar forcing
during the last 400 years, which contradicts the top-down hypothesis to some extend.
In summary, evidence for a consistent response of the NAO to a reduced solar forcing is
weak for the grand solar minima of the last millennium (Pinto and Raible, 2012).
In recent years, the possibility of a grand solar minima in the near future has motivated

several modelling studies with focus on the reduction of the GHGs induced warming
(Feulner and Rahmstorf, 2010; Jones et al., 2012; Meehl et al., 2013). They all agree
on a weak slow-down of the temperature increase. After the end of the solar minimum
the global mean temperature quickly recovers and the solar minimum has no prolonged
effect on the temperature increase (Meehl et al., 2013).
In Chapter 2 of this thesis the temperature response to solar forcing is analysed in

transient simulations for the period 1600-2000 AD. Furthermore, sensitivity studies assess
the relative importance of the top-down and bottom-up mechanisms for the response to
solar variability as well as the role of volcanic activity for climate variations during the
DM (Chapter A.2 and A.3). The possible effect of a near future grand solar minima on
temperatures and the recovery of the stratospheric ozone concentrations is presented in
Chapter A.1.

1.3.2. Volcanic activity

Volcanic activity is the dominant cause of natural climate variability on time scales from
years to decades (Myhre et al., 2013). Large volcanic eruptions emit massive amounts of
volcanic products into the atmosphere, the most important ones are ash, sulphur dioxide
(SO2), water vapour, and carbon dioxide (CO2). The ash is typically removed from the
atmosphere within several days or weeks by dry or wet deposition. The amount of water
vapour and carbon dioxide are normally not large enough to substantially influence the
climate (Cole-Dai, 2010), although changes in the stratospheric water vapour may sig-
nificantly affect the stratospheric chemistry (compare appendix A.2, Anet et al., 2013a).
The emitted sulphur dioxide, however, can have pronounced effects on the climate system
over time scales ranging from one to several years (Robock, 2000) and a series of several
volcanic eruptions might even lead to a centennial climate change (Zhong et al., 2010;
Miller et al., 2012).
The climate effect of SO2 is of particular importance for large tropical volcanic erup-

tions if the volcanic gases are injected into the stratosphere (Coffey, 1996), where they
are oxidised to sulphate aerosols (see Section 1.4.2). In the stratosphere the residence
time of the volcanic aerosols is much longer than in the troposphere. Furthermore, in the
tropical stratosphere the aerosols are lifted and transported to the higher latitudes by
the residual meridional circulation named the Brewer-Dobson circulation (BDC). With
the seasonal changes in the stratospheric circulation, the date of the eruption influences
the shape and the hemispheric partitioning of the aerosol cloud (Holton et al., 1995).
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For smaller eruptions typically, the emitted volcanic gases do not reach the stratosphere.
Larger eruptions at high latitudes may inject their products into the stratosphere, but
at high latitudes the down welling branch of the BDC suppresses an effective global dis-
tribution of the aerosols. The climate effect of both is, therefore, smaller compared to
tropical volcanic eruptions.

Reconstructing past volcanic activity

Similar to the solar variability, the understanding of the climate influence of large vol-
canic eruptions has significantly improved in the last decades. Reliable measurements of
stratospheric aerosols began in the early 1970s (SPARC, 2006). Two large tropical vol-
canic eruptions were observed by instruments operating on satellites, the eruptions of El
Chichòn (Mexico) in March 1982 and Mt Pinatubo (Philippines) in June 1991. For these
two eruptions the spatial and temporal characteristic of the aerosol cloud is therefore
reasonably well established (SPARC, 2006). For eruptions before 1979, surface based ob-
servations of the solar optical depths could be used to characterise the eruption, but only
until 1883 and the observations are mainly limited to the NH (Sato et al., 1993). The
reconstruction of eruptions before 1883 need to rely mainly on ice core data (Sato et al.,
1993; Ammann, 2003; Crowley et al., 2008; Gao et al., 2008) or historical documents
(e.g., Lamb, 1970). Ice sheets in Greenland or Antarctica conserve the sulphuric acid or
sulphate aerosols that are deposited on/in the snow after the eruption. Measurements of
the sulphate concentrations or the acidity in ice cores are used to quantify the volcanic
signal in the ice (Hammer et al., 1980). The individual signal in a single core, however,
is influenced by several factors, like the variability in the circulation or the accumulation
rate. Furthermore, the amounts of deposited material can differ substantially between
the NH and the SH and not all eruptions are recorded in both hemispheres (Sigl et al.,
2013). Additionally, an ice core may be “contaminated” by small eruptions close to the
ice sheet (e.g., Iceland in the case of Greenland). Therefore, a larger number of ice cores
need to be combined to increase the signal-to-noise ratio (Gao et al., 2008) and several
correction factors (e.g., for the hemispheric partitioning) are needed if the total mass of
stratospheric aerosol should be estimated from the deposited signals.
Early approaches implemented the volcanic perturbation by a simple reduction of the

TSI (e.g., González-Rouco et al., 2006; Yoshimori et al., 2005; Spangehl et al., 2010;
Phipps et al., 2012), however, this approach can not account of the stratospheric warm-
ing and the following circulation changes. For more realistic GCM simulations the total
aerosol mass is not sufficient and information about the optical properties of the aerosols
are needed for every latitude and altitude (Timmreck, 2012). Further, GCMs with in-
teractive chemistry need surface area density (SAD) of the aerosols to consider heteroge-
neous reactions on the aerosol surfaces. Information of the shape and development of the
aerosol cloud (and the size distribution of the aerosols) is therefore necessary to derive
the optical properties. These properties are estimated from simple parametrisation for
the transport or from observation for the most recent eruptions with additional scaling
for the eruption size. However, often used linear relationships between aerosol loading
and optical properties have been questioned (Timmreck et al., 2009, 2010).
Recently, Arfeuille et al. (2014) developed a new volcanic forcing data set for GCMs

by simulating the formation of the aerosol clouds for the last 26 large eruption in a
two-dimensional microphysical model using the aerosol mass estimates from Gao et al.
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Figure 1.6.: Schematic overview of the different influences of volcanic activity on the climate
system (Fig. from Timmreck, 2012).

(2008). The model simulates the transport, the nucleation, condensation, coagulation
and sedimentation of the aerosols. Furthermore, the model considers the date of the
eruption, the latitude, and the altitude of the aerosol injection. The size distribution
and the optical properties of the aerosols are then directly calculated in the model. This
forcing is used in most of the simulations performed for this thesis.
Overall it should be emphasised that the knowledge about volcanic forcing in the

last millennium is associated with large uncertainties. In particular, the strength of the
individual eruptions and the spatial pattern of the forcing is poorly constrained (Forster
et al., 2007; Schmidt et al., 2011).

Volcanic influences on the climate system

A large volcanic eruption with aerosols injected into the stratosphere influences the cli-
mate by four distinct mechanisms (Fig. 1.6; Forster et al., 2007).
• The aerosol cloud in the stratosphere affects the radiation balance by reflecting and

absorbing short-wave radiation from the Sun and reduces the surface temperatures.
• The aerosols further absorb in the near-infrared, therefore heating rates in the

aerosol cloud increase, which alter the meridional and vertical temperature gradi-
ents in the stratosphere and thus the circulation.
• The forcing interacts with internal modes of variability, like ENSO or NAO.
• The aerosols affect chemical reactions in the stratosphere and modify the ozone

concentrations (see section 1.4.2).
The sulphate aerosols remain in the stratosphere for 2-3 years, depending on the erup-

tion size, and the surface cooling effect is limited by this residence time. A single eruption
therefore reduces the global mean surface temperature for a few years up to a decade
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(Robock, 2000). The cooling also reduces evaporation and leads to a significant reduction
in global mean precipitation (Gillett, 2004; Trenberth and Dai, 2007; Iles et al., 2013).
After tropical eruptions the temperature reduction is larger in the tropics than in higher
latitudes and the meridional temperature gradient towards higher latitudes is modified
as well. This weakens the Hadley circulation and the monsoon circulation (Wegmann
et al., 2014) with the side effect of increasing precipitation in Europe, as reported for the
"year without summer" (1816) after the eruption of Mt Tambora (1815). The cooling
also reduces the heat content of the ocean – an effect which can last for many decades
(Stenchikov et al., 2009). Furthermore, the AMOC may be influenced by the cooling
(Mignot et al., 2011), with a strengthening of the overturning a few years after the
eruption.
Although the surface temperature effect of a single eruption is limited to a few years,

the accumulated effect of several eruptions could last much longer. A series of large
volcanic eruptions has been proposed to be involved in the transition into the LIA (Zhong
et al., 2010; Miller et al., 2012) amplified by positive sea-ice-ocean feedbacks (Lehner
et al., 2013).
After an eruption, the winter season in the NH high latitudes can be warmer than

average (Robock and Mao, 1992; Shindell et al., 2004; Fischer et al., 2007; Christiansen,
2008; Zanchettin et al., 2012), which is counter-intuitive given the surface cooling mech-
anism, but can be understood by dynamic effects. The stratospheric warming increases
the meridional temperature gradient in the lower stratosphere, which is the driver for the
polar vortices in the winter season. The eruption therefore effectively strengthens the
polar vortices (Kodera, 1994). In the NH, positive zonal wind anomalies in the strato-
sphere influence the circulation in the troposphere (Graf et al., 1993) and increase the
probability for positive phases of the NAO/AO and positive temperature anomaly in the
high latitudes (Robock, 2000; Shindell et al., 2004). Although this mechanism is initiated
by the warming in the tropical stratosphere, GCM simulations show that a positive phase
of the AO phase after volcanic eruption can also be initiated by the surface cooling effect
(Yoshimori et al., 2005; Stenchikov et al., 2002).
In this thesis the role of the ozone chemistry for the dynamic response after large

volcanic eruptions is analysed in Chapters 3 and 4, with Chapter 3 focusing on ozone
as passive forcing, i.e., an ozone forcing used in a GCM without interactive chemistry,
and Chapter 4 assessing the different processes responsible for the ozone changes in a
coupled atmosphere-chemistry-ocean model and their influences on the dynamics. How
the ozone chemistry is affected by a volcanic eruption is reviewed in Section 1.4.2.

1.4. Stratospheric ozone chemistry and chemistry-climate
interactions

The stratosphere has received more and more attention in climate change studies in the
recent years, also the atmospheric chemistry and interactions between chemistry and
climate have brought into focus of the climate sciences (Baldwin et al., 2007; Gerber
et al., 2012). In particular, the ozone chemistry is directly affected by climate change,
but also induce changes in the climate system. In this section, the principles of the most
important chemical component for chemistry-climate interactions in the stratosphere,
the ozone chemistry are summarised. The chemical cycles of tropospheric ozone are not
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Figure 1.7.: Zonal mean climatological ozone mixing rations in ppmv (solid contours) averaged
over the period 1980-2007 (Hassler et al., 2008) for the month (left) March and
(right) September (contours step 3 ppmv). Dashed contours: ozone partial pressure
in 10−4 hPa (contour step 0.4 10−4 hPa). Shading denotes the standard deviation
of the corresponding months.

described as they are not considered in this thesis.

Above the tropopause, ozone mixing ratios increase until they reach their highest
concentrations in the lower to middle stratosphere The ozone concentrations in Figure
1.7 and in the following are shown for the end of the winter season on the NH (March)
and SH (June), since variability and the differences between the hemispheres are most
pronounced for these months (Brasseur and Solomon, 2005). Globally, the highest ozone
mixing ratios are found in the tropics, where the ozone production is at its maximum.
The vertical profile of the ozone concentrations or the partial pressure of ozone, however,
reveals distinct differences between the high and low latitudes (dashed contours in Fig.
1.7). In the tropics, the highest concentrations are found at approximately 25 km. In the
mid to high latitudes the maximum is found in lower levels of about 15 km (Hobbs, 2000).
Furthermore, the partial pressure in the higher latitudes is larger than in the tropics, in
particular in late winter and early spring. This explains why the largest total ozone
column abundance, which is the vertically integrated ozone, is found in the mid to high
latitudes in spring (Fig. 1.8). Ozone abundance is larger in the NH high latitudes than in
the corresponding latitudes of the SH, which is an imprint of the "Antarctic ozone hole"
since the mid 1980s. This characteristic ozone pattern with higher abundances in the
mid- to high latitudes and highest mixing ratios in the lower latitudes builds the ozone
layer that protects life on Earth from the carcinogenic UV radiation. It is responsible
for the vertical temperature profile in the stratosphere and is involved in a large number
of chemical reactions taking place in the stratosphere (Hobbs, 2000). The described
idealised ozone distribution, however, is highly variable and changes with the season but
also from year to year. Figure 1.7 and 1.8 depict also the inter-annual variability for
the corresponding months in terms of their standard deviation. In the high latitudes the
change in the column ozone abundances, but also in the vertical resolved mixing ratios is
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Figure 1.8.: Contours: Climatological column ozone values in DU averaged over the period 1980-
2007 for the month (left) March and (right) September (Bodeker et al., 2005). Shad-
ing denotes the standard deviation of the corresponding months.

largest. Furthermore, the variability is larger in the NH compared with the SH, which can
be understood by the enhanced variability of the stratospheric circulation in the NH and
the stronger stratospheric zonal winds in the SH. The stable conditions in the SH is also
the cause for the stronger ozone depletion over the Antarctic continent. Temperatures in
the centre of the vortex are colder, which makes the depletion mechanisms more efficient.
Furthermore, a stronger vortex is better isolated against the inflow of ozone enhanced
air from low latitudes.

Ozone acts also as a GHG and concentration changes therefore affect the radiation
balance. Whether the radiative forcing (RF) of the recent ozone changes is positive or
negative depends on the altitude of the changes. In the stratosphere, ozone decreased
since the 1970s due to the enhanced ozone depletion by halogens. The radiative effect
of this change is associated with large uncertainties, but most likely negative, with -0.05
± 0.1 Wm−2 (Myhre et al., 2013). In the troposphere, concentrations have increased
steadily in the industrial era, with intensified trend since 1950, related to the enhanced
emission of ozone precursor gases. The RF from this change is estimated to be 0.4
± 0.2 Wm−2 (Myhre et al., 2013). Both RF estimates are expressed by the difference in
the radiative forcing between 1750 and 2011, as in (Myhre et al., 2013). Consequently,
the net RF from the ozone changes is most likely positive and contributes significantly to
temperature increase of the 20th century (Shindell et al., 2006; Stevenson et al., 2013).
Note, these values are small in comparison to the radiative forcing from other GHGs. The
CO2 increase between 1750 and 2011, for instance, is associated with a RF of 1.82 ± 0.19
Wm−2 and the CO2 related forcing increase in the last decade is of similar magnitude
as the forcing from ozone changes between pre-industrial and present day (Myhre et al.,
2013). Nevertheless, the changes in the RF from ozone have implications for coupled
atmosphere-chemistry models, as will be shown for the temperature trends of the 20th

century in Chapter 2.
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1.4. Stratospheric ozone chemistry and chemistry-climate interactions

1.4.1. Stratospheric ozone chemistry

This Section summarises the principles of the ozone chemistry and the major catalytic
cycles that are needed to understand the ozone changes after volcanic eruptions described
in Chapter 4 and the changes in the DM presented in A.2 and A.3 in the appendix.

Ozone (O3) is mainly confined to the stratosphere, where about 90% of the global
ozone mass is found. The formulation of the mean mechanism for ozone production and
destruction goes back to the year 1930, when Sydney Chapman formulated his equations
(Jacob, 1999; Hobbs, 2000). Ozone is produced by the photolysis of molecular oxygen
(O2) by UV.

O2 + hν −−→ O + O (hν < 242 nm) (1.1)
O2 + O + M −−→ O3 + M (1.2)

with M being an arbitrary atom or molecule, typically N2 or O2, carrying the excess
energy of the reaction. At the same time, ozone is also destroyed by UV.

O3 + hν −−→ O2 + O (hν > 310 nm) (1.3)
O3 + O −−→ 2 O2 (1.4)

Both processes together generate an equilibrium of the global amount of ozone. The
Chapman mechanism given in Equation 1.1 to 1.4, however, is not sufficient to explain
the real ozone concentrations found in the stratosphere. In fact it overestimates the
concentrations by a factor of 2 or more (Jacob, 1999). Therefore, several other chemical
components were identified to be involved in the destruction of ozone (e.g., Crutzen
(1970) described the role of nitrogen and Molina and Rowland (1974) the importance of
chlorine for modern ozone depletion). They all share the same form, where a radical X
is included as catalyst in the destruction of ozone:

X + O3 −−→ XO + O2 (1.5)
XO + O −−→ X + O2 (1.6)

X can be a radical from the families of HOx (OH, HO2), NOx (NO, NO2), ClOx (Cl,
ClO, ClOOCl), and Brx (Br, BrO). For each of these families specific reaction cycles
exists.

The HOx cycle

The HOx cycle was the first catalytic cycle that was identified in the 1950s (Bates and
Nicolet, 1950; Jacob, 1999). It is based on the two radicals OH and HO2. HOx is
produced by the oxidation of water vapour, which is available in the stratosphere due to
the oxidation of methane (CH4) and transport from the troposphere.

H2O + O −−→ 2 OH (1.7)

OH in turn converts ozone to oxygen.
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OH + O3 −−→ HO2 + O2 (1.8)
HO2 + O3 −−→ OH + 2 O2 (1.9)
Net: 2 O3 −−→ 2 O2

The reaction given in Equation 1.9 mainly takes place in low HOx regimes, i.e., at alti-
tudes below 20 km (Brasseur and Solomon, 2005). In high HOx regimes, where intense
radiation and high-energetic O is available, the Reaction 1.10 dominates over 1.9. Suffi-
cient conditions for high HOx regimes are found at altitudes above 40 km (Brasseur and
Solomon, 2005).

HO2 + O −−→ OH + O2 (1.10)

The NOx cycle

The NOx cycle is based on the two components NO and NO2 (Crutzen, 1970). They
are generated in the stratosphere by the oxidation of nitrous oxide (N2O) coming from
nitrification and denitrification processes in the biosphere.

NO + O3 −−→ NO2 + O2 (1.11)
NO2 + O −−→ NO + O2 (1.12)

Net: O3 + O −−→ 2 O2

This cycle dominates at altitudes between 35 and 45 km. Below 35 km the lack of high-
energy O builds the limit for the reaction and above 45 km NO reacts with atomic N to
produce N2 and O (Brasseur and Solomon, 2005). With the HOx and the NOx cycle, the
gap between the observed ozone concentrations and the values calculated following the
Chapman mechanism could be closed in the late 1970s (Jacob, 1999).

The ClOx and BrOx cycles

In the mid of the 1970s, the idea was born that human emitted chlorofluorocarbons
(CFCs) can influence the ozone chemistry (Molina and Rowland, 1974). CFCs are chem-
ical molecules containing Cl, F, and C with CFC-11 (CFCl3) and CFC-12 (CF2Cl2)
being the most common ones. They have a very long residence time in the atmosphere.
Furthermore, CFCs have a very high global warming potential, meaning that their RF
per mass is much larger than the reference forcing of CO2, and contribute about 11%
to the RF of well-mixed GHG despite their low concentrations (Myhre et al., 2013). In
the stratosphere CFCs are photolysed to chlorine (Cl) atoms. Cl atoms together with
ClO are the two important components of the ClOx family and the starting point for the
ClOx cycle.

Cl + O3 −−→ ClO + O2 (1.13)
ClO + O −−→ Cl + O2 (1.14)

Net: O3 + O −−→ 2 O2
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1.4. Stratospheric ozone chemistry and chemistry-climate interactions

The chlorine cycle is very effective in the upper stratosphere (Brasseur and Solomon,
2005). Below 30 km the amount of Cl and ClO is in general too low, since the formation
into reservoir molecules (see below) dominates. However, with heterogeneous reactions on
aerosol surfaces the Clx cycle becomes important in the lower stratosphere, in particular
in the polar regions. A similar cycle to the chlorine cycles exists for bromine (Wofsy
et al., 1975). Furthermore, chlorine and bromine have been found to interact with each
other and further increase the ozone destruction (Yung et al., 1980).
Cl radicals can also origin from a natural sources (Chloromethane, CH4Cl), however,

their concentrations are very low compared to the anthropogenic sources. With the
Montreal protocol (1987) the emission of CFCs has been strictly reduced and a recovery
of the stratospheric ozone concentrations is projected for the future (Austin and Wilson,
2006; Eyring et al., 2007; Austin et al., 2010).

Ozone depletion in the polar stratosphere

The mechanisms of ozone depletion described above could not explain the ozone depletion
in the SH polar stratosphere in spring. Since the amount of UV radiation entering
the polar stratosphere is extremely low, none of the known mechanisms was sufficient
to explain this phenomena when it was discovered in the 1980s (Solomon, 1999). To
understand the specific chemical reactions taking place in the winter and spring polar
stratosphere, the term reservoir species need to be introduced. Since the radicals are
preserved in Equation 1.11 to 1.14 the only possibility to stop the catalytic reaction
(besides the complete consumption of ozone) is the conversion of the radicals into non-
radical reservoir species. In case of the ClOx family, this is the conversion into HCl and
ClNO3.

Cl + CH4 −−→ HCl + CH3 (1.15)
ClO + NO2 + M −−→ ClNO3 + M (1.16)

However, this species can be converted into ClOx again.

HCl + OH −−→ Cl + H2O (1.17)
ClNO3 + hν −−→ Cl + NO3 (1.18)

For NOx, the corresponding reservoir species are HNO3 and N2O5.

NO2 + OH + M −−→ HNO3 + M (1.19)
NO2 + O3 −−→ NO3 + O3 (1.20)

NO3 + NO2 + M −−→ N2O5 + M (1.21)

Under the influence of UV radiation, these reservoir species for NOx can also eventually
be converted back to NOx.

HNO3 + hν −−→ NO2 + OH (1.22)
HNO3 + OH −−→ NO3 + H2O (1.23)

NO3 + hν −−→ NO2 + O (1.24)
N2O5 + hν −−→ NO3 + NO2 (1.25)
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For the polar ozone depletion, the reservoir molecules of the ClOx become important.
Under the extreme cold conditions of the southern polar stratosphere during winter
time (< 200 K), persistent clouds, the PSCs, are formed in altitudes between 20-30
km (Solomon, 1999). PSCs consist of nitric acid (HNO3) and H2O, but depending on
the exact chemical composition and the physical state different types of PSCs can be
distinguished. For the ozone chemistry, PSCs are relevant, because they provide surfaces
for the conversion of chlorine reservoir molecules into reactive compounds (Brasseur and
Solomon, 2005). The first Reaction (1.26) on PSCs involves the hydrolysis of chlorine
nitrate, for colder temperatures Reaction 1.27 becomes more important.

ClNO3 + H2O
PSC−−−→ HOCl + HNO3 (1.26)

ClNO3 + HCl
PSC−−−→ Cl2 + HNO3 (1.27)

Both reactions are highly efficient and remove either all HCl and H2O or all ClNO3 from
the polar air and accumulate Cl2 and HOCl in the polar vortex region. In spring, when
the first sunlight hits the polar stratosphere HOCl and Cl2 are rapidly photolysed and
a large amount of Cl radicals is produced. These radicals initiate ozone depletion via
Reactions 1.13 and 1.14. The ozone depletion in turn accumulates high concentrations
of ClO in the polar stratosphere. With high ClO load in the lower stratosphere another
catalytic cycle becomes important.

ClO + ClO + M −−→ Cl2O2 + M (1.28)
Cl2O2 + hν −−→ ClOO + Cl (1.29)
ClOO + M −−→ Cl + O2 + M (1.30)

(2x) Cl + O3 −−→ ClO + O2 (1.13)

Reaction 1.13 then forms again a catalytic cycle with ClO as catalyst. Note that this
catalytic cycle does not depend on atomic oxygen, which makes it very efficient and the
dominant reaction for the polar ozone depletion (Brasseur and Solomon, 2005). The
depletion in the polar stratosphere is also further amplified by the above mentioned
interactions between the bromine cycle and the chlorine cycle.
The depleting mechanisms are similar for both polar stratospheres. In the Arctic,

however, the depletion signal is less severe compared to Antarctica (Solomon, 1999) as
temperatures in the winter NH polar stratosphere are less cold and less PSCs are formed.
Additionally, the polar vortex is weaker and more variable and the exchange of ozone with
mid latitudes is larger. Consequently, also the variability in the ozone concentrations in
the northern polar stratosphere is overall larger, therefore change signals are harder to
detect. Nevertheless, signals of ozone depletion are apparent for the Arctic as well (von
Hobe et al., 2006; Manney et al., 2011; Strahan et al., 2013).

1.4.2. Chemistry-climate interactions

A pronounced perturbation in the chemical equilibrium of the stratosphere is associated
with the emission of CFCs (Solomon, 1999). Severe changes were observed in austral
spring over Antarctica, where ozone was reduced by about 50% in the late 1990th (Stae-
helin et al., 2001). In the next decades, stratospheric ozone is expected to recover to pre
1980 values (Austin and Wilson, 2006; Eyring et al., 2007), although the stratospheric
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changes associated with the tropospheric warming delay the recovery regionally (Austin
et al., 2010). Still, the differences between the model projections are large (Karpechko
and Gillett, 2010). An additional slow-down of the recovery may result from a possible
grand solar minima within the 21th century (see Chapter A.1).

The observed ozone changes lead to the question whether or not these chemical changes
influence the dynamics in the stratosphere, but maybe also in the troposphere and at the
surface (Baldwin et al., 2007). The difficulty for such detection and attribution studies
is the separation of the effect of ozone depletion from the changes related to increasing
GHG emissions. With rising levels of carbon dioxide the troposphere is expected to
warm and the stratosphere is expected to cool. Similar effects are associated with the
tropospheric and stratospheric ozone changes. Model studies indicate that the ozone
changes are needed to match the observed temperature trends in the lower stratosphere
and a combination of ozone changes and CO2 effect is responsible to the temperature
trends in the middle and upper stratosphere (Shine et al., 2003). Recently, however,
the reliability of the observed temperature trends has been questioned (Thompson et al.,
2012).

A pronounced influence of the ozone depletion on the dynamics in the troposphere and
at the surface has been found for the SH. Climate in the SH mid and high latitudes is to a
large extent determined by the Southern annular mode (SAM), the southern hemispheric
counterpart of the NAM. Influenced by the strengthening of the southern polar vortex,
which is mostly driven by the cooling of the lower polar stratosphere associated with the
ozone depletion, the SAM has undergone a pronounced positive trend in recent decades
(Thompson and Solomon, 2002; Thompson et al., 2011). GCMs can reproduce this trend
if forced by observed ozone changes only (Gillett and Thompson, 2003; Son et al., 2010).
A stronger SAM explains a number of the observed changes at the surface, e.g., a large
fraction of the warming of the Antarctic Peninsula (Thompson and Solomon, 2002), the
changed precipitation patterns in high to mid latitudes (Purich and Son, 2012) and in the
subtropics (Kang et al., 2011), as well as extreme precipitation events (Kang et al., 2013).
With the ozone recovery the SAM is expected to shift to a negative phase in summer,
but the trend expected from the GHG increases is positive for all seasons (McLandress
et al., 2011).

In the NH the climate change associated with ozone depletion is weaker and difficult
to detect, since the variability in both ozone and the dynamics is more pronounced.
However, changes in the temperature trends and the dynamics can be found as well
(Randel and Wu, 1999; Hu and Tung, 2003; Langematz et al., 2003).

Another type of chemistry-climate interactions involves positive (negative) feedbacks of
the chemistry that amplify (weaken) changes in the climate system. Recently, a positive
feedback to increasing temperatures has been found in climate sensitivity experiments
with the CCM MESSy (Dietmüller et al., 2014). In a double CO2 experiment the tem-
perature response is 3.4% weaker with interactive chemistry compared to an experiment
without interactive chemistry. The strength of the feedback further grows with the size
of the CO2 perturbation. The negative feedback to the RF change is related to reduced
ozone concentrations in the lower tropical stratosphere by enhanced tropical upwelling
and an intensification of the BDC. As negative feedback of similar size is also estimated
using with AOCCM used in this thesis (Chapter 2).
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Solar influences on the atmospheric chemistry

Stratospheric chemistry is mainly affected by variability in the UV part of the solar spec-
trum, since this spectral interval modulates the production of ozone (Haigh, 1994). Over
an 11-yr cycle the variability in the UV is higher compared to the longer wavelength
(Ermolli et al., 2013) and signatures of this variability are clearly visible in ozone obser-
vations, both in the column ozone and in the vertical distribution (Soukharev and Hood,
2006; Brönnimann et al., 2013). The ozone variations affect the stratospheric heating
rates, the meridional and vertical temperature gradients and the circulation in particular
in the upper stratosphere (Austin et al., 2008; Gray et al., 2009; Frame and Gray, 2010).
Circulation changes in the stratosphere may again affect the tropospheric circulation via
influences on the polar vortex and the QBO (Kodera and Kuroda, 2002). This mecha-
nism may also be relevant for long-term changes in the solar variability. Varma et al.
(2012) found an amplified response of the SH westerlies to reduced solar forcing for the
late MM, if solar induced ozone variations are considered in the model. In Chapter A.2
and A.3 the response of stratospheric chemistry and its influence on the dynamics is
assessed for the UV reduction in the course of the DM.

Atmospheric chemistry and volcanic activity

In the atmosphere, SO2 emitted by a volcanic eruption is oxidised to sulphuric acid
(H2SO4) by OH and water, which condenses and forms aqueous sulphate particles (Jacob,
1999; Hobbs, 2000).

SO2 + OH + M −−→ HSO3 + M (1.31)
HSO3 + O2 −−→ SO3 + HO2 (1.32)
SO3 + H2O −−→ H2SO4 (1.33)

These aerosols affect the ozone chemistry in the stratosphere in several ways:
• In the aerosol cloud, the reaction rates are influenced by the temperature changes,

for example an acceleration of the catalytic cycles of ozone destruction is found.
• The transport of ozone is modified by dynamical changes in the stratosphere.
• The absorption and reflection by the aerosols affects the photolysis rates.
• On the surface of the aerosol particles different chemical reactions take place, so-

called heterogeneous chemical reactions.
• In the polar stratosphere, the aerosol facilitate the formation of an additional type

of PSCs. Furthermore, the cooling related to the stronger polar vortex intensifies
also the mechanisms of polar ozone depletion described above.

An important heterogeneous reaction on the aerosol surfaces is the conversion of N2O5
to HNO3.

N2O5 + H2O
aerosol−−−−→ 2 HNO3 (1.34)

N2O5 and HNO3 are both reservoir molecules in the NOx cycle, but the residence time
of HNO3 is longer than the residence time of N2O5. Reaction 1.34, therefore, effectively
slows down the NOx cycle. The net effect of this process is a reduction of the ozone
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depletion, but only as long as the reaction is not saturated, i.e., all N2O5 is consumed
(Tie and Brasseur, 1995). Furthermore, in case of high chlorine loads the ClOx cycle may
dominate over the changes to the NOx cycle. In a pre-industrial atmosphere, however,
the expected effect of a volcanic eruption on the ozone chemistry is an increase of the
ozone concentrations (Brasseur and Solomon, 2005) and indeed a similar behaviour can
be found in climate model experiments for pre-industrial atmospheres (compare Chapter
4 and A.2). In a modern atmosphere, the ClOx cycle needs to be considered. Lower
NOx concentrations affect also the chlorine cycle and slow down the deactivation of
chlorine expressed in Reaction 1.16. Moreover, in the modern polar stratosphere ozone
depleting effects are intensified inside the stronger polar vortex by different types of PSCs.
The ozone depletion is consequently stronger after volcanic eruptions and in a modern
atmosphere this effect dominates over the NOx effect (Tie and Brasseur, 1995).
In Chapter 4 the relative role of dynamical ozone changes, induced by the heating

in the lower tropical stratosphere, and chemical ozone changes related to heterogeneous
reactions is addressed and their relative importance in a pre-industrial and a present day
atmosphere is analysed.

1.5. Modelling of chemistry-climate interactions

The current state of the climate system and the changes of the recent past are recorded
in an enormous database of observed climate variables for many locations on the Earth
(Hartmann et al., 2013). Since around the mid of the 19th century, the quality and cover-
age of climate observation is sufficient to derive global climate parameters, e.g., a global
mean surface air temperature (Brohan et al., 2006; Hansen et al., 2010; Rohde et al.,
2012; Vose et al., 2012). Changes in the climate system before the observational period
can be extracted from sparse documentary data (e.g., Pfister et al., 2009; Matuschek,
2014) for the last several centuries or from natural climate archives (like, for instance,
tree rings, lake sediments, or ice cores). Using advanced statistical methods proxy records
are combined to represent large scale or global climate conditions (e.g, PAGES 2k Net-
work, 2013). These estimates, however, are not necessarily physical consistent and for
the future development of the climate system their use is limited to analog approaches.
A valuable tool to produce physical consistent, global climate information with high

spatial and temporal resolution for the past and the present as well as projections for
the future are climate models (Flato et al., 2013). Furthermore, contrary to nature
these models enable us to gain understanding of the climate effect of individual forcings
(e.g., solar variability) or boundary conditions (e.g., movement of continents). Climate
models are mathematical representations of the climate system (McGuffie and Henderson-
Sellers, 2005; Stocker, 2011). Depending on their complexity, they can be classified into
a hierarchy from one layer energy balance models (EBMs) (e.g., Held et al., 2010), over
climate models of reduced complexity (e.g., Petoukhov et al., 2000; Ritz et al., 2011), to
GCMs or atmosphere-ocean-general-circulation models (AOGCMs) (e.g., Collins et al.,
2006; Giorgetta et al., 2013). With more and more components incorporated into the
latter, these models progressively transform into Earth system models (Fig. 1.9).
In a GCM, the model domain, typically the entire atmosphere or ocean, is divided

into a three-dimensional grid (Fig. 1.10) and at each time step a set of differential
equations describing the fluxes of energy, momentum and different tracers is solved for
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Figure 1.9.: Schematic overview of the development of climate models (adapted and modified
from UCAR Climate Change - Multimedia Gallery1).

each grid box (McGuffie and Henderson-Sellers, 2005; Stocker, 2011). The choice of the
spatial discretisation depends on the scientific question, but also on the computational
resources. Processes acting on spatial scales smaller than the spatial resolution of the
model (subgrid scales) can not directly be considered in the equations and need to be
parametrised. An example for a parametrisation is the treatment of convection and
clouds in GCMs. These parametrisations differ between climate models and are the
main reason for different model response to the same forcing, for instance, different
temperature responses to a doubling of CO2 (e.g. Webb et al., 2013).
For a realistic representation of the climate system in the model, all important model

components and processes need to be considered (Fig. 1.1). But which components and
processes are important for a realistic simulation of the climate system? The answer
to this question has steadily changed since the development of the first climate models
following the increasing knowledge about the climate system and the development of
computational power (Fig. 1.9). Furthermore, the answer depends again on the scientific
question addressed. Model simulations of glacial-interglacial cycles, for instance, can not
implement the same complexity as simulations for the last decades of the 20th century.
Climate models are simplified representations of the real world and results from climate

models are associated with uncertainties in several aspects. As stated before, subgrid
processes are parametrised based on simplified physical models or empirical estimates and
typical include parameters that can not or only within a certain range be defined by mea-
surements (Randall et al., 2007). These "free" parameters are used in the model tuning
to improve the agreement between simulated climate and observations (e.g., Mauritsen
et al., 2012). The parametrisation and the tuning differs between the state-of-the-art
climate models. Intercomparison projects are initiated with the goal to compare models
and identify systematic errors in the simulations (e.g., CMIP5 for coupled AOGCMs or
CCMVal2 for CCM). Climate models, furthermore, need information on the boundary
conditions and forcings, such as solar variability, volcanic activity, land use changes, GHG
concentrations, and others. As described above for the solar and volcanic forcing, these
boundary conditions are subjected to different uncertainties, which introduce another
level of uncertainty to the model simulations. In particular for the simulations of the

1https://www2.ucar.edu/news/understanding-climate-change-multimedia-gallery (accessed on
08 May 2014)
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Figure 1.10.: Spatial discretisation of the atmosphere and the ocean in a climate model (adapted
and modified from UCAR Climate Change - Multimedia Gallery2).

last millennium, some of the forcing are highly uncertain. For simulations of the future,
the forcings are unknown and only projections of several even likely futures are possible
(e.g., Representative Concentration Pathways (RCP)). A last level of uncertainty finally,
is associated with the models internal variability. On the one hand, the models inter-
nal variability may differ from the one of the real climate system, e.g., by differences in
the periodicities of ENSO. On the other hand, differences can arise from phase differ-
ences between model and observations, e.g., the Tambora eruption of 1815 occurs during
El-Niña conditions in the coupled model simulation, whereas the real eruption might
have occurred in an El-Niño state. The different levels of uncertainty are not equally
distributed, but change in time (Hawkins and Sutton, 2009). For future projections of
the global mean temperature, for instance, the model uncertainty is the dominant un-
certainty in the beginning, but the uncertainties in the boundary conditions and forcings
grow in time and are the major causes of uncertainty from the mid of the 21th century
on. On a regional scale, the uncertainty is overall increased and the internal variability
can become very important (e.g., Deser et al., 2010).

2https://www2.ucar.edu/news/understanding-climate-change-multimedia-gallery (accessed on
08 May 2014)
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1.5.1. The atmosphere-ocean-chemistry-climate model SOCOL-MPIOM

For this thesis, an atmosphere-chemistry model has been coupled to an ocean model. In
the following the components of the coupled model SOCOL-MPIOM are briefly described
and the experiments used throughout this thesis are introduced. An detailed evaluation
of SOCOL-MPIOM is given in Chapter 2.
SOCOL-MPIOM consists of the CCM SOCOL (Stenke et al., 2013) coupled to the

ocean model MPIOM (Jungclaus et al., 2006). The atmospheric-chemistry component
SOCOL in version 3 is based on the GCM ECHAM5 (Roeckner et al., 2003) in its middle
atmosphere configuration (Manzini et al., 2006), which is coupled to the CCM MEZON
(Rozanov et al., 1999, 2001; Egorova et al., 2003).
The dynamical core of SOCOL is identical with ECHAM5 and is based on the prim-

itive equations with temperature, vorticity, divergence, surface pressure, humidity, and
cloud water as prognostic variables (Schraner et al., 2008; Stenke et al., 2013). For
the horizontal discretisation the spectral-transform methods (Simmons et al., 1989) are
used. The vertical is discretised using a hybrid sigma-pressure coordinate system on a
Lorenz grid (Simmons and Burridge, 1981). The SW radiation scheme originates from
the scheme of the European Centre of Medium-Range Weather Forecasts (ECMWF)
model IFS and considers wavelength between 185-4000 nm, divided into six intervals.
Contrary to ECHAM5, SOCOL allows for variations in the spectral composition of the
solar forcing. Furthermore, the absorption of oxygen and ozone in different wavelength
intervals (Lyman-alpha, Schumann-Runge, Hartley, and Higgins) is parametrised follow-
ing an approach by Egorova et al. (2004). The long-wave (LW) scheme of SOCOL is
identical to ECHAM5 and follows the rapid radiative transfer model (RRTM) scheme
(Mlawer et al., 1997) for the calculation of heating rates and radiation fluxes over 16
spectral bands from 10 to 3000 cm−1.
The chemistry module considers 31 chemical species that react together in 140 gas-

phase-, 46 photolysis, and 16 heterogeneous reactions. Heterogeneous reactions can take
place on three types of PSC and on sulphate aerosols. The effect of energetic particle
precipitation on the chemistry is implemented by different parametrisation for GCR,
low energetic electrons (LEE), and SEP (Calisto et al., 2011; Rozanov et al., 2012). The
coupling of the physical and the chemical components is implemented directly in SOCOL.
Furthermore, the chemistry module can be deactivated to enable simulation without

interactive chemistry, e.g., in sensitivity studies. In this case, daily three dimensional
ozone concentrations are applied as forcing. These can either origin from observation
(e.g., Fortuin and Kelder, 1998) or from a simulation with interactive chemistry. For the
latter, the forcing is extracted and applied directly on the model levels, since the errors
introduced by vertical interpolation on the model levels can be quite substantial.
The ocean model MPIOM (Marsland, 2003; Jungclaus et al., 2006) is a free surface

ocean general circulation model using an Arakawa-C grid in the horizontal and a z-grid
in the vertical. MPIOM includes a dynamic sea-ice components following viscous-plastic
rheology of Hibler (1979). The oceanic and the atmospheric component are coupled
every 24 hours without flux correction by the OASIS3 coupler (Budich et al., 2010;
Valcke, 2013).
All experiments with SOCOL-MPIOM are performed with a resolution of T31 (3.75◦×

3.75◦) with 39 vertical levels (up to 0.01 hPa, approx 80 km) in the atmosphere and
GR30 with 40 level in the ocean only. GR30 refers to a rotated grid with a nominal
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Figure 1.11.: Summary of the model components and the time steps for the different routines.
Time steps given correspond to a spectral truncation of T31 and an ocean grid
spacing of nominal 3◦.

resolution of 3◦. In this grid the poles are centred over land (Antarctica and Greenland)
to avoid numerical instabilities at the poles and to reach a higher resolution in the
freshwater formation regions of the North Atlantic. The vertical levels in the ocean are
unevenly spaced, from 12m near the surface to several hundred meters in the deep ocean.
The model components, the coupler and the time-steps for the different components are
depicted in Figure 1.11.

1.5.2. Overview of the simulations used in this thesis

A number of simulations have been performed for this thesis, which are summarised in the
following. An detailed description of the forcings, boundary conditions, and initialisation
techniques is given in the corresponding chapters. An overview of the simulations is given
in Figure 1.12 and Table 1.1.
In Chapter 2 several simulations are used to evaluated the newly coupled model.

CHEM is a long-term control simulation under perpetual 1600 AD conditions with a
length of 1400 years performed with interactive chemistry. Initialisation files for the
ocean are taken from transient simulations for the last millennium from the COSMOS
model (Jungclaus et al., 2010). To assess the influence of the interactive chemistry in
a control setup, i.e., without changing external forcings, a second control experiment
(NOCHEM) without interactive chemistry is branched off from CHEM in the year 1178.
The length of this experiment is 222 years and the climatological ozone forcing used in
NOCHEM is extracted from the same 222 years of CHEM. Furthermore, CHEM per-
forms as spin-up for transient simulations for the period 1600-2000 AD. For this period
an ensemble of four simulations is performed, each two of them forced by a medium (M1,
M2) or large (L1, L2) amplitude SSI forcing. The medium and large amplitude solar
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Control-Simulations

Transient Simulations

initial conditions for transient 
1600-2100 simulations (Chapter 2)

initial conditions for the ozone 
sensitivity  study (Chapter 3)

Future grand solar minimum
(Chapter A1)

Transient simulations (Chapter 2)

Forcing sensitivity 
simulations (Chapter 2)

initial conditions for volcanic 
forcing study (Chapter 4)

initial conditions for 
DM sensitivity study 
(Chapter A2, A3)

Time (year AD)

Time (simulation year)

CTRL simulations
(Chapter 2)

Figure 1.12.: Overview of the main simulations performed for this thesis (vgl. Table 1.1).
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1.5. Modelling of chemistry-climate interactions

Table 1.1.: Overview of the main experiments and ensemble simulations used in this thesis.
Forcings: mS: medium solar (mSUV: UV only, mSVIS,NIR: VIS and near-infrared
only, mSEEP: energetic particles only), lS: large solar, G: greenhouse gases, A: strato-
spheric and tropospheric aerosols, O: ozone (in case of simulation without interactive
chemistry only). Simulations performed for the study presented in Chapter 4 are
summarized in Table 4.1 on page 118.

Label with
chem

period/length
(ensemble size)

forcings Chapter

CHEM yes 1400 yrs const. 1600 AD 2
CHEM2 yes 1056 yrs const 1600 AD 2
NOCHEM no 222 yrs const 1600 AD 2
M1 yes 1600-2000 AD mSGA 2
M2 yes 1600-2000 AD mSGA 2
L1 yes 1600-2000 AD lSGA 2
L2 yes 1600-2000 AD lSGA 2
FULL no 1840-2000 AD mSGAO 2
SOLAR no 1840-2000 AD mS 2
GHG no 1840-2000 AD G 2
AERO no 1840-2000 AD A 2
OZONE no 1840-2000 AD O 2

Ostrong
3 no 8 yrs (15) AO 3

Oweak
3 no 8 yrs (15) AO 3

CTRL.Ostrong
3 no 8 yrs (15) O 3

CTRL.Oweak
3 no 8 yrs (15) O 3

CONST yes 2000-2100 AD (2) GA A.1
WEAK yes 2000-2100 AD (2) mSGA A.1
STRONG yes 2000-2100 AD (2) lSGA A.1

CTRL1780 yes 60 yrs (3) const. 1780 AD A.2, A.3
ALL yes 1780-1840 AD (3) mSGA A.2, A.3
TD yes 1780-1840 AD (3) mSUVG A.2, A.3
BU yes 1780-1840 AD (3) mSVIS,NIRG A.2, A.3
VOLC yes 1780-1840 AD (3) GA A.2, A.3
EPP yes 1780-1840 AD (3) mSEEPG A.2, A.3
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1. Introduction

forcings correspond to a TSI differences of 3 and 6 Wm−2 between MM and present day.
Since the TSI for the year 1600 differs between the two forcings, a second control simu-
lation (CHEM2) forced by a lower solar forcing is conducted to initialise L1 and L2. The
transient experiments are initialised using restart conditions from the years 450 and 500
from CHEM and CHEM2, respectively and are carried out with interactive chemistry.
For the period 1840-2000 AD, an additional set of sensitivity experiments is performed,
to analyse the pronounced temperature increase during this period found in the four
transient experiments (M1, M2, L1 and L2). Five sensitivity experiments with differ-
ent forcings (solar, GHGs, aerosols, ozone, and all forcings together) are used to assess
the temperature change associated with each forcing. These experiments are conducted
without interactive chemistry to include or exclude the influence of the simulated ozone
changes from the interactive model in the simulations. Finally, several climate sensitivity
experiments with increasing 1 %yr−1 CO2 increase or abrupt quadrupling of the CO2
concentrations are carried out to estimate the climate sensitivity of SOCOL-MPIOM.
In Chapter 3 the sensitivity of the dynamical perturbations after large volcanic erup-

tions to the stratospheric ozone concentrations is assessed. Therefore, SOCOL-MPIOM
without interactive chemistry is forced by two different ozone climatologies, characterised
by different meridional ozone gradients. For each of the two climatologies an ensemble
of control simulations and an ensemble of simulations perturbed by a single volcanic
eruptions is performed, with 15 members each. Initial conditions for the ensemble exper-
iments are extracted in 10-yr steps between the years 500-640 of CHEM, to consider a
large number of different states of the climate system, e.g., in terms of the ENSO phase.
The study presented in Chapter 4 focuses again on the role of ozone changes for the

dynamic response after a large volcanic eruption, but in this case in the model with inter-
active chemistry. Here, ozone concentrations respond to the volcanic perturbation and
modulate the stratospheric dynamics. Furthermore, this study addresses the influence of
the eruption strength and the climate state on the response and the relative importance
of different processes (warming in the aerosol cloud vs. heterogeneous reaction of the
aerosol surfaces) resulting in a large number of ensemble simulations, described in detail
in Chapter 4. Each of the ensembles contains 8 members. The initial states of the atmo-
sphere and the ocean are taken from M1 and M2 for the years 1987-1990 for the present
day ensembles and the years 1811-1814 for the pre-industrial climate state.
The appendix finally covers simulations of a possible grand solar minimum in the near

future (chapter A.1) and two sensitivity studies for the DM (chapter A.2 and A.3). For the
future solar minimum the transient simulations M1, M2, L1, and L2 is continued to the
year 2100 AD, with M1 and M2 resembling a medium reduction of the TSI and L1 and L2
a strong reduction. The two sets are named WEAK and STRONG in the corresponding
study. Additionally, two experiments without solar minimum are performed (CONST).
The GHG scenario used is the RCP 4.5. The sensitivity studies for the DM cover the
period 1780-1840 AD. For these two studies, three member ensembles are conducted for
different forcings to analyse their contribution to the climate variation during the DM.
TD implements variations in UV part of the solar spectrum, BU variations in the visible
and near infrared. VOLC is driven by forcing from volcanic aerosols only and EPP is
exclusively forced by energetic particles. Furthermore, the ALL ensemble includes all of
the above mentioned forcings and CONST perpetual 1780 conditions. These experiments
are initialised using M1 and M2; the solar forcing used is the medium amplitude solar
forcing of M1 and M2.
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1.6. Outline

1.6. Outline

Within this thesis the following main research questions are addressed:

i) What is the influence of atmospheric chemistry on the climate?
ii) What is the role of solar and volcanic activity for past and future changes in the

climate system?
iii) How do atmospheric chemistry and external forcings interact and how does the

response of the chemistry modulate the response of the climate system?

This thesis is structured as follows:
Chapter 2 introduces the AOCCM SOCOL-MPIOM coupled during this thesis. Within

this chapter the influence of the chemistry on the climate is addressed by comparing 1600
AD time slice (control) simulations with and without interactive chemistry (CHEM and
NOCHEM in Table 1.1). Transient simulations for the period 1600-2000 using the model
with interactive chemistry and sensitivity experiments for different external forcings cov-
ering the period 1840-2000 are used to gain insights into the role of solar variability and
other forcing for the simulated climate. This study is published as discussion paper in
Climate of the Past Discussions (Muthers et al., 2014b) and in review for Climate of the
Past.
In Chapter 3 a number of sensitivity experiments is performed to identify the role

of ozone in the model configuration without interactive chemistry. Most of the current
AOGCMs do not include interactive ozone chemistry, but consider spatial and temporal
ozone variations by prescribing ozone as forcing (e.g., Fortuin and Kelder, 1998; Cionni
et al., 2011). However, considerable differences exists between different ozone forcing
datasets. In this study, the response of SOCOL-MPIOM to large tropical volcanic erup-
tions is compared for different ozone climatologies. This study is published in the Journal
of Geophysical Research (Muthers et al., 2014a).
Chapter 4 also focuses on stratospheric ozone and volcanic eruptions, but using model

simulations with interactive chemistry. Here, ozone changes after a strong volcanic erup-
tion are analysed and the influence of these changes on the dynamic response in the
stratosphere with possible influences on the troposphere is evaluated. Furthermore, the
question is raised how the responses differ between different climate states and eruption
sizes. This study is submitted to the Journal of Geophysics Research (Muthers et al.,
2014c).
The appendix contains three publications, where I was involved as co-author. In

Chapter A.1 the influence of a possible grand solar minima in the 21th century on
the projected climate change is examined. This study is published in the Geophysical
Research Letters (Anet et al., 2013b). Chapters A.2 and A.3 present results from
sensitivity studies for the DM separately for stratospheric changes (published in Atmo-
spheric Chemistry and Physics, Anet et al., 2013a) and the troposphere (Climate of the
Past, Anet et al., 2014).
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2014.

Abstract: The newly developed atmosphere-ocean-chemistry-climate model SOCOL-
MPIOM is presented by demonstrating the influence of the interactive chemistry module
on the climate state and the variability. Therefore, we compare pre-industrial control
simulations with (CHEM) and without (NOCHEM) interactive chemistry. In general,
the influence of the chemistry on the mean state and the variability is small and mainly
restricted to the stratosphere and mesosphere. The largest differences are found for the
atmospheric dynamics in the polar regions, with slightly stronger northern and southern
winter polar vortices in CHEM. The strengthening of the vortex is related to larger
stratospheric temperature gradients, which are attributed to a parametrization of the
absorption of ozone and oxygen in the Lyman-alpha, Schumann-Runge, Hartley, and
Higgins bands. This effect is parametrized in the version with interactive chemistry
only. A second reason for the temperature differences between CHEM and NOCHEM
is related to diurnal variations in the ozone concentrations in the higher atmosphere,
which are missing in NOCHEM. Furthermore, stratospheric water vapour concentrations
differ substantially between the two experiments, but their effect on the temperatures
is small. In both setups, the simulated intensity and variability of the northern polar
vortex is inside the range of present day observations. Sudden stratospheric warming
events are well reproduced in terms of their frequency, but the distribution amongst the
winter months is too uniform.

Additionally, the performance of SOCOL-MPIOM under changing external forcings is
assessed for the period 1600-2000 using an ensemble of simulations driven by a spectral
solar forcing reconstruction. The amplitude of the reconstruction is large in comparison to
other state-of-the-art reconstructions, providing an upper limit for the importance of the
solar signal. In the pre-industrial period (1600-1850) the simulated surface temperature
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trends are in reasonable agreement with temperature reconstructions, although the multi-
decadal variability is more pronounced. This enhanced variability can be attributed to
the variability in the solar forcing. The simulated temperature reductions during the
Maunder Minimum are in the lowest probability range of the proxy records. During
the Dalton Minimum, when also volcanic forcing is an important driver of temperature
variations, the agreement is better. In the industrial period from 1850 onward SOCOL-
MPIOM overestimates the temperature increase in comparison to observational data sets.
Sensitivity simulations show that this overestimation can be attributed to the increasing
trend in the solar forcing reconstruction that is used in this study and an additional
warming induced by the simulated ozone changes.
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2.1. Introduction

In recent years, the stratosphere has become more and more important for our under-
standing and proper simulation of climate variability and climate change (Baldwin et al.,
2007; Gerber et al., 2012). While most of the CMIP3 models include only a poorly
resolved stratosphere (Cordero and Forster, 2006), 14 of 39 general circulation models
(GCMs) participating in CMIP5 include a ’high-top’ atmosphere, with a fully resolved
stratosphere (Flato et al., 2013). The importance of the vertical resolution in the strato-
sphere is highlighted in several studies (Gillett et al., 2002; Sigmond et al., 2004; Scaife
et al., 2011; Hardiman et al., 2012).
The stratosphere interact with the troposphere and plays an important role for the

climate in the troposphere, at the surface and for the oceanic circulation (e. g. Baldwin
and Dunkerton, 1999; Graversen and Christiansen, 2003; Thompson et al., 2005; Reichler
et al., 2012). Furthermore, surface climate is influenced by changes in the chemical com-
position of the stratosphere (Gillett and Thompson, 2003; Son et al., 2010; Thompson
et al., 2011). The interactions between stratosphere and troposphere are most prominent
in the northern and southern high latitudes during winter time. With the beginning
of the polar night stratospheric temperatures start to decrease rapidly and the increas-
ing equator-pole temperature gradient forces a strong and persistent zonal circulation.
This polar vortex isolates the polar air masses and prevents the advection of warmer
air towards the polar latitudes. Very strong wind anomalies in the polar vortices influ-
ence the circulation in the troposphere (Baldwin et al., 1994; Baldwin and Dunkerton,
2001; Thompson et al., 2005), a phenomena named stratosphere–troposphere coupling.
Of particular relevance are unusually weak stratospheric zonal winds associated with a
break down of the vortex (e.g., sudden stratospheric warmings). These disturbances are
triggered by unusual wave activity propagating upward from the troposphere. Several
processes were proposed to be involved in the wave propagation and to influence the
stratosphere–troposphere coupling (Song and Robinson, 2004; Gerber et al., 2012), but
the underlying mechanisms are still debated (Thompson et al., 2006; Gerber et al., 2012).
The winter climate at high latitudes is also closely related to the most important modes

of variability, the Northern Annual Mode (NAM) in the northern Hemisphere (NH)
and the Southern Annual Mode (SAM) in the southern Hemisphere (SH). These modes
are found at any atmospheric level, from the stratosphere down to the surface. In the
stratosphere, the NAM/SAM can be expressed by the variability of the polar vortices. At
the surface the NAM is better known as the Arctic Oscillation (AO), which is basically the
same phenomenon, though defined slightly differently, as the North Atlantic Oscillation
(NAO) (Hurrell, 1995; Wanner et al., 2001; Pinto and Raible, 2012). The dynamical
imprint of both is a North-South shift in the position of the maximum winds or jets in the
troposphere. Stratosphere–troposphere coupling events connect these stratospheric and
tropospheric modes of variability, hence a stronger polar vortex co-varies with a positive
phase of the AO. Via the jet streams and their influence on tropospheric dynamics,
the AO causally relates to, and thus is partially predictive of, weather patterns, with
a negative AO index tending to be representative of high pressure in the polar region,
weaker zonal winds, and greater movement of cold polar air into the mid latitudes.
These modes of variability are influenced by different external forcings, like changes in

solar ultra-violet (UV) radiation (Haigh, 1994, 1996; Shindell et al., 1999; Kodera and
Kuroda, 2002; Haigh et al., 2005; Labitzke, 2007; Anet et al., 2014; Gray et al., 2013),
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volcanic aerosols (Graf et al., 1993; Stenchikov et al., 2002; Shindell et al., 2003; Muthers
et al., 2014), or ozone variations (Haigh, 1994; Shindell et al., 1999; Gillett and Thompson,
2003; Son et al., 2010; Kang et al., 2011; Thompson et al., 2011). Furthermore, NAM
and SAM may interact with other modes of variability like the QBO or ENSO (Labitzke,
1987; Giorgetta et al., 1999; Labitzke, 2007). A common feature of these studies is a top-
down perspective (e.g., Meehl et al., 2009) where a perturbation changes the vertical and
horizontal temperature gradient in the stratosphere and affects stratospheric dynamics.
The changing stratospheric wind systems alter the vertical propagation of planetary
waves and change the circulation in the troposphere (Kodera, 1994; Kodera and Kuroda,
2002).
Differently, in the bottom-up mechanism the influence of an external forcing mainly

takes place at the surface, e.g., the cooling after strong volcanic eruptions or variations
in the surface temperatures related to variations in the solar forcing. Changes in the
circulation and the climate are then modulated from the bottom of the atmosphere. Air-
sea interactions may amplify the response (Meehl et al., 2008). This, however, does not
mean that the stratosphere is not involved. Stenchikov et al. (2002) found for the effect
of volcanic aerosols that a change at the bottom also influences the stratospheric circula-
tion. They found a change in the vertical component of the Eliassen-Palm flux, a vector
determining the relative importance of the eddy heat and momentum fluxes for the prop-
agation of waves, which indicates a reduction of the wave drag in the lower stratosphere.
Climate model results further suggest that both, top-down and the bottom-up mecha-
nisms, need to act together to produce a realistic response similar to the observations
(Meehl et al., 2009).
The dynamics in the stratosphere interacts also with a large number of chemical pro-

cesses, most important the ozone chemistry (Haigh, 1994; Shindell et al., 1999, 2001;
Gillett and Thompson, 2003; Son et al., 2010; Thompson et al., 2011; Purich and Son,
2012; Varma et al., 2012). In case of the solar forcing, the variability in the UV part of
the spectrum modulates the ozone production and heating rates followed by positive or
negative temperature anomalies. These anomalies influence the equator-to-pole gradi-
ent, the strength of the polar vortices, and modify the Brewer-Dobson circulation (Haigh,
1994; Hu and Tung, 2003; Anet et al., 2013a). In case of volcanic aerosols, heterogeneous
reactions take place on the aerosol surface, which also influence the ozone chemistry (Tie
and Brasseur, 1995; Solomon et al., 1996; Anet et al., 2013a). In both cases, the response
of the ozone chemistry is further modulated by the presence of ozone depleting halogens
(Tie and Brasseur, 1995; Rozanov et al., 2002). The changing ozone concentrations in
turn induce dynamical changes (Stenchikov et al., 2002).
Coupled climate models have been proven to be an essential tool for understanding

processes and feedbacks between the different components of the climate system, e.g., be-
tween ocean and atmosphere. Chemistry transport models (CTMs) are numerical models
that simulate a number of chemical species, their interactions and the influences of dif-
ferent atmospheric variables (temperature, shortwave and longwave flux, etc.). GCMs
coupled to CTMs allow a direct consideration of chemistry–climate interactions. Most of
the coupled chemistry–climate model (CCM) simulations so far were performed with pre-
scribed sea surface temperatures (SSTs; e.g., Eyring et al., 2006) or simplified mixed-layer
oceans (e.g., Stenke et al., 2013a). However, imposed SSTs can alter the stratosphere–
troposphere interaction (Kirchner et al., 1999). The coupling to an interactive ocean
model is therefore preferable for long-term simulations and future projections.
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The purpose of this study is to present the atmosphere-ocean-chemistry-climate model
(AOCCM) SOCOL-MPIOM. The atmospheric component of the model covers the at-
mosphere from the surface to the mesosphere (0.01 hPa) and enables the simulation of
interactions between the physical and the chemical components of the climate system.
In section 2.2 the model is introduced and an overview of the experiments used in this
study is given. In section 2.3 the performance and the characteristic of the AOCCM
SOCOL-MPIOM are evaluated using results from a pre-industrial control simulation.
The effect of the atmospheric chemistry on the climate is assessed by comparing it to a
simulation without interactive chemistry. Furthermore, we describe an ensemble of tran-
sient simulations for the period 1600-2000 to assess the behaviour of SOCOL-MPIOM
under the influence of changing external forcings (section 2.4). Finally, we close with a
discussion and a summary of the results.

2.2. Model description and experimental setup

2.2.1. Model description

The coupled model consists of the chemistry-climate model SOCOL (SOlar Climate
Ozone Links), which is coupled to the ocean–sea-ice model MPIOM by the OASIS3
coupler. The CCM SOCOL version 3 (Stenke et al., 2013b) is based on the middle atmo-
sphere model MA-ECHAM5 version 5.4.01 (Roeckner et al., 2003) and a modified version
of the chemistry model MEZON (Model for Evaluation of oZONe trends, Rozanov et al.
(1999, 2001); Egorova et al. (2003); Hoyle (2005); Schraner et al. (2008) ).
MA-ECHAM5: This is a spectral general circulation model (GCM) based on the

primitive equations with temperature, vorticity, divergence, the surface pressure, humid-
ity, and cloud water as prognostic variables (Roeckner et al., 2003, 2006; Manzini et al.,
2006). In the vertical dimension a hybrid sigma-pressure coordinate system is used.
The shortwave (SW) radiation code originates from the European Centre of Medium-

Range Weather Forecasts (ECMWF) model IFS (Fouquart and Bonnel, 1980). The solar
spectrum is split into six wavelength intervals, including three bands in the UV and
visible ranges (185-250 nm, 250-440 nm, 440-690 nm) and three bands in the near-IR
range (690-1190 nm, 1190-2380 nm, 2380-4000 nm) (Cagnazzo et al., 2007). This SW
scheme considers Rayleigh scattering, scattering and absorption by aerosols and clouds,
and the absorption of solar irradiance by water vapour, ozone (both varying in space and
time) as well as CO2, N2O, CH4, and O2. The latter are considered as uniformly mixed
gases in MA-ECHAM5, but CH4 and N2O can optionally also vary in time and space
(as it is done in SOCOL).
The longwave (LW) radiation scheme follows the rapid radiative transfer model (RRTM)

scheme (Mlawer et al., 1997), which calculates radiation fluxes and heating rates over
16 LW bands reaching from 10–3000 cm−1. In the computations absorption by water
vapour, CO2, ozone, N2O, CH4, CFC-11, CFC-12, CFC-22, aerosols, as well as clouds
are considered.
With the vertical resolution used in this study (39 levels up to 0.01 hPa), the model does

not produce a Quasi-Biennial Oscillation (QBO) by itself. Therefore, a QBO nudging is
applied by a linear relaxation of the zonal winds in the equatorial stratosphere (Giorgetta
et al., 1999). The model assimilates the input data between 20◦ N to 20◦ S in the
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horizontal and from 90 hPa up to 3 hPa in the vertical. ECHAM5 also includes a river
run-off scheme (Hagemann and Duemenil, 1998; Hagemann and Duemenil-Gates, 2003)
and simplified glacier calving, in the way that snow falling on ice sheets is instantaneously
transferred to the next ocean grid cell.
Chemistry-climate coupling: MEZON and MA-ECHAM5 are coupled by the three

dimensional temperature field and the radiative forcing of the different greenhouse gases
(H2O, O3, CH4, N2O, and CFCs).
SOCOL: In the chemical module, 31 chemical species can react together via 140 gas-

phase-, 46 photolysis-, and 16 heterogeneous reactions. The latter appear either in or on
aqueous sulphuric acid aerosols as well as on three types of Polar Stratospheric Clouds
(PSCs), i.e., on supercooled ternary solution (STS) droplets, water ice, or nitric acid
trihydrate (NAT).
For SOCOL, the SW radiation code of MA-ECHAM5 has been modified in several

aspects. In MA-ECHAM5 variations in the solar forcing are considered by variations in
the total solar irradiance (TSI), the ratio of the irradiance in the six SW bands to the
TSI, however, is fixed. SOCOL directly uses the spectral solar irradiance (SSI) as input
for the six bands and, therefore, allows for a change in the spectral composition. As
the absorption of radiation by oxygen and ozone in the Lyman-alpha, Schumann-Runge,
Hartley, and Higgins bands is only partially included in MA-ECHAM5, missing heating
rates are parametrized using an approach similar to Egorova et al. (2004).
The time step for the dynamical processes and physical parametrizations in the model is

15 minutes with a spectral truncation of T31. However, to reduce the high computational
demand of the chemistry module, the chemical routines are called – simultaneously to
the full radiative transfer calculations – every two hours. Over the two hour interval the
heating rates are estimated based on the 2 hourly radiative transfer calculations and the
solar angle that is calculated at every time step.
Precipitation of energetic particles into the atmosphere is simulated by different para-

metrizations for galactic cosmic rays (GCR), low energetic electrons (LEE) and solar
energetic proton (SEP) events (Calisto et al., 2011; Rozanov et al., 2012). The routines
are designed in such a way that from the known ionization rate distributions, a certain
amount of N (GCR, SPE, LEE), NO (GCR, SPE, LEE) and OH (GCR, SPE) is produced.
Additionally to the interactive chemistry mode the chemistry module can be deacti-

vated. In this case prescribed three dimensional ozone concentrations are used for the
radiative transfer calculations. These ozone concentrations can origin from a model simu-
lation with interactive chemistry. By forcing the model with ozone concentrations directly
on the model grid, errors related to the vertical interpolation can be avoided. In contrast
to many other models, SOCOL does not use zonally averaged ozone concentrations, as
this leads to significant biases in the stratospheric climate and also affects tropospheric
dynamics (Waugh et al., 2009). Zonally averaged ozone forcing also might influence the
propagation of planetary waves (Gabriel et al., 2007). In the setup without interactive
chemistry the model version is nearly identical to MA-ECHAM5, except for the modifi-
cation related to the SSI forcing mentioned above. Furthermore, the additional heating
by absorption in the Lyman-alpha, Schumann-Runge, Hartley, and Higgins band is by
default deactivated. Despite the small differences to MA-ECHAM5, these modifications
lead to a significant change in the simulated climate.
MPIOM: The oceanic component consists of the ocean model MPIOM (Marsland,
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2003; Jungclaus et al., 2006) including a sea-ice component. It uses an Arakawa C grid
with the North Pole shifted to Greenland and the South Pole centred over Antarctica.
Shifting the poles towards land surfaces avoids numerical singularities at the North Pole
and allows a higher resolution in the deep water formation regions in the North Atlantic.
The grid has a nominal resolution of 3 ◦, that varies between 22 km near Greenland and
350 km in the tropical Pacific. In the vertical the grid is divided into 40 levels with
decreasing resolution from the surface to the bottom. The time step of the calculations
in the ocean model is 144 minutes in this setup.
Atmosphere-ocean coupling: Both components, the atmosphere and the ocean,

are coupled every 24 hours using the OASIS3 coupler (Budich et al., 2010; Valcke, 2013).
For each day the coupler transfers momentum, heat, and freshwater fluxes from the
atmosphere to the ocean and sea surface temperatures (SST), sea ice, snow cover on sea
ice, and momentum to the atmosphere. No flux correction is needed in the coupling
process.

2.2.2. Experiments

To assess the influence of the interactive chemistry on the climate state a 1400 year
long 1600 AD control simulation with interactive chemistry (CHEM) is compared to a
simulation under the same set of boundary conditions, but without interactive chem-
istry (NOCHEM). Furthermore, an ensemble of transient simulations, i.e., with varying
boundary conditions, covering the period 1600-2000 AD is performed. An overview of
the experiments used in this study is given in Table 2.1.

Control simulations

For the control experiment, SOCOL uses a horizontal resolution of T31 (approx. 3.75◦×
3.75◦) and 39 vertical levels, resolving the atmosphere up to 0.01 hPa (approx. 80 km).
The ocean component is branched of from the initial conditions of a transient millennium
simulation with the MPI–ESM (ECHAM5–MPIOM with additional models for the land
and ocean carbon cycle) for the year 1600 AD (Jungclaus et al., 2010). The atmospheric
and chemistry components are initialized from scratch.
The control simulation is performed as time-slice experiment and all forcings are held

constant at 1600 AD conditions (CO2: 276.4 ppm, CH4: 692.7 ppb, N2O: 269.0 ppb),
except for the volcanic aerosol forcing, where the unperturbed year 1599 is chosen. For
the land-surface boundary condition the forcing from the ECHAM5 package is used,
representing present day values (Hagemann, 2002). The QBO-nudging uses an idealized
QBO cycle based on Brönnimann et al. (2007), to avoid an unrealistic dominance of a
westerly or easterly QBO phase.
The oceanic component of SOCOL-MPIOM is initialized using restart files from the

coupled system ECHAM5–MPIOM. However, when assuming a total solar irradiance
(TSI) of 1367 Wm−2 (as in ECHAM5-MPIOM) the new SOCOL-MPIOM experiences a
positive temperature drift that requires a tuning of the model. As tuning parameter the
value of the TSI is chosen. To estimate the optimal tuning value for the TSI, a number
of 200 year experiments with constant TSI reductions chosen between from 0 Wm−2 to
−18 Wm−2 relative to the 1368 Wm−2 reference value is performed. All experiment are
forced by constant 1600 AD boundary conditions and started from the same initial state.

53



2.
T
he

coupled
atm

osphere-chem
istry-ocean

m
odelSO

C
O
L–M

P
IO

M

Table 2.1.: Overview of the experiments used in this study. In column ’chem’ the usage of the interactive chemistry module is indicates. Column
’type’ denotes whether the experiment is performed as time-slice (t-slice) experiment with invariant boundary conditions or as transient
(trans) simulation with time varying boundary conditions.

length / period chemistry solar
amplitude

type forcings

CHEM 1400yrs yes const. t-slice const. 1600 AD
NOCHEM 222yrs no const. t-slice const. 1600 AD
2xCO2 70yrs yes const. t-slice const. 1990, except for

CO2

2xCO2_NC 70yrs no const. t-slice const. 1990, except for
CO2

4xCO2 150yrs yes const. t-slice const. 1990, except for
CO2

M1 1600 – 2000 yes medium trans. all
M2 1600 – 2000 yes medium trans. all
L1 1600 – 2000 yes large trans. all
L2 1600 – 2000 yes large trans. all
SOLAR 1840 – 2000 no medium trans. solar only
GHG 1840 – 2000 no const. trans. GHG only
AERO 1840 – 2000 no const. trans. aerosols only
OZONE 1840 – 2000 no const. trans. ozone only
FULL 1840 – 2000 no medium trans. all
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The simulations with the smallest temperature drift is continued for another 1200 years
and used as control simulation in this publication. It is forced by a solar constant of
1355 Wm−2. This value is meant to represent 1600 conditions. With the solar forcing
reconstruction of Shapiro et al. (2011), which is used in the transient simulations (see
below), this corresponds to a TSI of 1358.7 Wm−2 for the year 1990. The new TSI
value used for SOCOL-MPIOM therefore agrees reasonably well with the most recent
TSI estimate of 1360.8 ± 0.5 Wm−2 (Kopp and Lean, 2011).

To assess the influence of the chemistry module on the climate state and variability a
second control experiment without interactive chemistry is performed (NOCHEM). This
simulation is branched off 1178 years after the start of the interactive simulation. The
length of this experiment is 222 years. Both simulations are driven by the same forcings
and boundary conditions, except for the forcings specific for the chemistry module, which
are not considered in NOCHEM. Furthermore, ozone values need to be prescribed in
NOCHEM in order to consider the effect of ozone in the radiation scheme. Here, a 4
dimensional, daily ozone climatology calculated over the simulation years 1178 to 1399
(length 222 years) of CHEM is used.

The control simulations are needed to (a) assess a potential underlying temperature
drift due to the coupling of the model components, (b) as initial conditions for the
transient simulations, and (c) to characterize the role of the interactive chemistry module
on the climate. Due to the high computational demand of the chemistry computations
and the slow adjustment time of the ocean it was not possible to perform a second control
simulation for 1990 conditions, as it is usually done in model evaluation studies.

Climate sensitivity experiments

The climate sensitivity of SOCOL-MPIOM is analysed by two types of experiments
(Table 2.1).

The transient climate response (TCR) is estimated using an experiment with 1 %/yr
CO2 increase until a doubling of the CO2 concentrations is reached (Cubasch et al.,
2001). The TCR is then defined by the global mean temperature change in the 20-yr
period around the year of the doubling of the CO2 concentrations.

Furthermore, we estimate the equilibrium response of the model following the approach
by (Gregory et al., 2004). Therefore, the coupled model is forced by an instantaneous
quadrupling of the CO2 concentrations and the equilibrium climate sensitivity (ECS) is
estimated based on a linear relationship between the TOA radiative flux and the global
mean surface air temperature after a simulation length of 150 years.

Both experiments are initialized using 1990 conditions from the transient simulation
M1. All other forcings are constant at 1990 level. The underlying positive temperature
drift is assessed by a reference simulation without changing CO2 concentrations. The
temperature increase is then calculated relative to this experiment.

Finally, the influence on the interactive chemistry on the TCR is analysed using a
second TCR experiment, where the chemistry module is disabled. The ozone climatology
for this simulation is based in the simulated ozone in the 1990 reference experiment.

55



2. The coupled atmosphere-chemistry-ocean model SOCOL–MPIOM

1600 1700 1800 1900 2000

op
tic

al 
de

pth

MM DM sensitivity study

0

-2

-4

-6

0

0.2

0.4TS
I c

ha
ng

es
 

[W
/m

 ]2

1600 1700 1800 1900 2000

2.0

2.5

UV
1 [

W
/m

2]

455

440

SOCOL ECHAM5

VI
S 

[W
/m

2]

a)

b)

rad
iat

ive
 fo

rci
ng

ch
an

ge
s [

W
/m

 ]

0
-0.5
-1.0

2

CH4

CFCs

CO2

N2O

Figure 2.1.: (a) Overview of the major external forcings applied in the transient simulations. Top:
Evolution of the radiative forcing from major greenhouse gases CO2, CH4, N2O, and
CFCs (calculated as in Ramaswamy et al., 2001). For CFCs the sum of CFC-11 and
CFC-22 is shown as representative forcing. Values are expressed as deviations of the
radiative forcing from the 1990 value. Middle: Total solar irradiance with respect
to 1990. The dashed line represents the mean value of the TSI reconstruction of
Shapiro et al. (2011), the solid line follows the upper envelope of the uncertainty
range. Bottom: Volcanic forcing as global mean, annual mean aerosol optical depth
in the visible band (Arfeuille et al., 2014). Three periods are highlighted: MM:
late Maunder Minimum (1670–1699); DM: Dalton Minimum (1800–1829); and the
period used in the sensitivity simulations (1840–2000). (b) Variability in the UV1
(185-250 nm) and visible (440-690 nm) spectral band (solid) in the SSI reconstruction
of Shapiro et al. (2011) and (dashed) in ECHAM5 when the same TSI is applied.

Transient simulations

A set of four transient simulations for the period 1600-2000 AD is started from ini-
tial conditions of the CHEM control simulation using SOCOL-MPIOM with interactive
chemistry. An overview of the external forcings is given in Figure 2.1. Greenhouse gas
(GHG) forcings (CO2, CH4, and N2O) are taken from the PMIP3 database (Etheridge
et al., 1996, 1998; MacFarling-Meure, 2004; Ferretti et al., 2005; MacFarling-Meure et al.,
2006). Emissions of ozone depleting substances (ODS) are based on the historical con-
centrations from the CMIP5 database.
For the solar forcing reconstructed spectral solar irradiance (SSI) values from Shapiro

et al. (2011) are used, which are shown as total solar irradiance (TSI) in Figure 2.1.
The reconstruction of Shapiro et al. (2011) is based on the solar modulation potential
derived from 10Be measurements in polar ice cores. In comparison to many other state-
of-the-art solar forcing reconstructions, this reconstruction is characterized by a larger
amplitude (Schmidt et al., 2012). The TSI difference between the Maunder Minimum
(end of the 17th century) and present day is in the order of 6 ± 3 Wm−2. To consider
larger and smaller variations, we created two SSI datasets both covering the uncertainty
range of the reconstruction. The larger amplitude forcing represents the mean estimate of
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6 Wm−2 (dashed line in Fig. 2.1), the second forcing with 3 Wm−2 amplitude (solid line)
represents the upper boundary of the uncertainty of the SSI reconstruction. The two solar
forcing scenarios will be referred to as L (large) and M (medium) in the following. Note
that compared to other recent estimates a TSI difference of 3 Wm−2 between Maunder
Minimum and present day is still considered to be large. In Steinhilber et al. (2009) for
example the forcing difference between Maunder Minimum (MM) and present day is only
0.9 ± 0.4 Wm−2.

The SW radiation scheme in SOCOL has been modified in comparison to the original
scheme distributed with ECHAM5. In the original ECHAM5 the SW spectra is divided
into 6 spectral intervals and the TSI is distributed over the six spectral bands using
fixed ratios. In the SW scheme of SOCOL the solar energy input can be prescribed
for each band individually. This allows for a different variability in different spectral
intervals. The differences in the spectral partitioning between SOCOL and ECHAM5
are pronounced, when the spectral solar reconstruction of Shapiro et al. (2011) is used
(Fig. 2.1 b). In the UV region (< 440 nm), considerably less energy is available in SOCOL
(differences > 6 Wm−2 in UV2), but the multi-decadal scale variability is larger. Between
the Maunder Minimum and the following period of high solar activity around 1780, the
differences reach up to 6 Wm−2. In the visible band (440-690 nm) a higher energy input
is assumed in SOCOL, which explains the positive temperature bias in SOCOL-MPIOM
compared to the ECHAM5–MPIOM that required the tuning of the model (see above).
Differences in this spectral interval are in the order of 15 Wm−2. Between 690 – 1190
nm and 2380 – 4000 nm, the energy input is again larger in ECHAM5 (+5.5 Wm−2 and
+ 4.5 Wm−2, respectively), for the interval 1190 – 2380 nm larger SSI values are found
in SOCOL (+3.5 Wm−2).

Other solar related forcings, like photolysis rates for the chemistry or the input for the
parametrizations of the additional heating by oxygen or ozone absorption, are generated
based on the SSI data set.

Four experiments are performed with two sharing the same solar forcing. We refer to
the experiments as L1 and L2 for the large amplitude solar forcing and M1 and M2 for
the medium amplitude solar forcing in the following. All other forcings are identical in
the four simulations. The experiment M1 and M2 are initialized using restart files for
the ocean and the atmosphere from the CHEM simulation (model year 450 and 500). To
produce the initial conditions for L1 and L2 a second control simulation is performed.
This experiment is identical to CHEM, with the only difference of an lower solar forcing,
which is reduced by the forcing difference between the medium and the large amplitude
solar forcing for the year 1600 (Fig. 2.1). From this control simulation, the restart files
are also extracted for model year 450 and 500.

The stratospheric aerosols (Fig. 2.1) used in the simulations are described in Arfeuille
et al. (2014). Aerosol optical properties (spectrally dependent) for the radiation scheme
and surface area density information for the chemistry scheme are calculated offline using
a microphysical aerosol model AER (Weisenstein et al., 1997) and stratospheric aerosol
mass information from ice cores (Gao et al., 2008).

Tropospheric aerosols are based on CAM3.5 simulations with a bulk aerosol model
driven by fixed SSTs and the 1850 – 2000 CMIP5 emissions (S. Bauer, personal commu-
nication, 2011). Before 1850, the aerosol concentrations are scaled by the world popula-
tion except for 10% of the presumed 1990 biomass burning aerosols which are considered
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natural.
The emissions of CO and NOx are based on the historical CMIP5 data sets which are

available from 1850 onwards. Before 1850 the anthropogenic fraction is scaled linearly
with world population. The biomass burning emissions are assumed to be constant over
time. Emissions from shipping are projected linearly back to 1800, before 1800 the
emissions are set to zero.
The lower boundary condition over land (land surface data) is kept at present day

values as in the control simulation (Hagemann, 2002). For the QBO nudging, the QBO
reconstruction from Brönnimann et al. (2007) is included, which is extended back in time
to cover the full period 1600-2000. For this backward extension an idealized QBO cycle
and annual cycle is assumed.
The cosmic ray intensity is reconstructed based on the solar modulation potential

(Steinhilber et al., 2008). Available observations for solar proton events (SPE) are used
for the periods 1963–2008 (Jackman et al., 2009). Before 1963 SPEs are randomized using
a return-period based analysis of the last 45 yr, and weighted with the Ap index, an index
of the geomagnetic activity. The NOx influx, finally, is reconstructed based on the Ap and
the Aa index, which are themselves reconstructed using sunspot numbers (Baumgaertner
et al., 2009). Paleo-magnetic datasets (C. Finlay, personal communication, 2010) are
applied to the model in order to take into account the geomagnetic dependency of the
ionization.
In the analysis all transient simulations are detrended by subtracting the underlying

positive trend estimated from the control simulation.

Sensitivity simulations

The contributions from different external forcings to the temperature increase from 1850
to 2000 is assessed by a set of sensitivity experiments (Table 2.1). In these simulations
specific forcings are held either constant at pre-industrial levels or prescribed in a tran-
sient way. All simulations are initialized in the year 1840 using the atmospheric state of
the transient simulation M1.
For these sensitivity experiments, the version of SOCOL-MPIOM without interactive

chemistry is used. This setup allows us to use fixed ozone concentrations at pre-industrial
levels or to prescribe the simulated ozone from the transient simulations as forcing. In this
way the radiative effect of the simulated ozone changes can be assessed. The following
forcings are considered:

• SOLAR: solar forcing with medium amplitude. In this experiment the increase in
TSI since 1900 is 1.7 Wm−2 (TOA).
• GHG: For this experiment only the major GHGs (CO2, CH4, and N2O) increase

(see Fig. 2.1 a), except for CFCs.
• AERO: Only stratospheric and tropospheric aerosols change.

For these three experiments ozone concentrations are held constant at pre-industrial
levels.

• OZONE: In this experiment only ozone is used as time varying forcing. The ozone
concentrations used as forcing are extracted from M1, but the concentrations in
the other three transient experiments are very similar.

58
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• FULL: All major forcings (solar, GHGs, aerosols, ozone) are included in this sim-
ulation.

For each forcing combination a single experiment is performed. The forcing from CFCs
are not considered in the sensitivity experiments.

2.2.3. Observational data sets

To evaluate the simulated climate variables different observational data sets are used
throughout this study.

The stratospheric temperatures and dynamics in the control simulation are compared
to the two reanalysis products ERA40 (Uppala et al., 2005) and ERA Interim (Dee
et al., 2011) from the European Centre for Medium Range Weather Forecasts (ECMWF).
ERA40 covers the period 1957-2002, while for ERA Interim the years 1979-2013 are
considered.

The simulated temperature increase since the second half of the 19th century is com-
pared to two global surface air temperature data sets and a reanalysis product. The
Goddard Institute for Space Studies Surface Temperature analysis (GISTEMP) contains
a spatial land and ocean surface temperature analysis for the period 1880-2013 (Hansen
et al., 2010). The data set is solely based on instrumental records from meteorological
stations, ships, buoys, and other. The data from land stations are corrected for urban
heat island effects using satellite observations. SSTs are based on the NOAA data set
ERSST (Smith et al., 2008). The second temperature data set is from the Climatic Re-
search Unit at the Hadley Centre of the UK Met Office (HadCRUT4). It is also based
on instrumental temperature records and covers the period 1850-2013 (Brohan et al.,
2006). HadCRUT4 makes use of the SST data set HadSST3 for the conditions over
oceans (Kennedy et al., 2011).

Additionally, we use the 20th century reanalysis (20CR; Compo et al., 2011). By as-
similating only sea level pressure, SST and sea ice informations (HadISST; Rayner et al.,
2003) as boundary conditions, 20CR generates a physically consistent, three dimensional
picture of the atmosphere with high temporal resolution. 20CR contains 56 ensemble
members, to consider uncertainties in the boundary conditions. The reanalysis covers
the period 1871-2010.

2.3. Pre-industrial model climatology and imprint of
atmospheric chemistry

In this section, the mean climate state and the most important variability patterns in
a pre-industrial (1600 AD) control simulation of SOCOL-MPIOM is described and the
difference between a simulation including interactive chemistry (CHEM) and a simulation
without interactive chemistry (NOCHEM) is analysed.

The development of the global mean 2-m air temperature in the control simulation
CHEM is shown in Figure 2.2. Despite the tuning approach described above, the sim-
ulation is still dominated by a continuous positive drift of 0.037 ◦C/100 yr, averaged
over the last 500 simulation years. The temperature trend is slightly larger in the SH

59



2. The coupled atmosphere-chemistry-ocean model SOCOL–MPIOM

13.5

14.0

14.5

15.0

0 200 400 600 800 1000 1200 1400

simulation year

S
A
T

 [
°C

]

a) b)

-0.4 -0.2 0 0.2 0.4

K/100yr

simulation year

c) NOCHEM

14.00

14.25

14.50

14.75

15.00

1200 1250 1300 1350 1400

S
A
T

 [
°C

]

simulation year

CHEM

14.00

14.25

14.50

14.75

15.00

S
A
T

 [
°C

]

1200 1250 1300 1350 1400

d)

Figure 2.2.: (a) Time series of the global mean 2 m air temperature as annual mean values
(black) and 31 year low pass filtered values (red) for the simulation with interactive
chemistry (CHEM). The spin-up period is indicated by light grey colours, the last
500 years, which are used to calculate the trend pattern (b), are shown in black
colours. (b) Linear temperature trends in K/100 yr for the last 500 years in CHEM.
Regions with significant trends are stippled. (c,d) Time series of the global mean
2 m air temperature as annual mean values (black) and 31 year low pass filtered
values (red) for the simulation with (CHEM) and without (NOCHEM) interactive
chemistry over the common 222 year period.

(0.038 ◦C/100 yr) than in the NH (0.036 ◦C/100 yr) and stronger over land than over the
ocean.

For the last 500 years, the largest positive temperatures trends are found in the polar
regions, especially in the Barents and the Weddell Seas (Fig. 2.2). Here, the overall
positive drift affects the sea ice edge, which amplifies the temperature trends. Clearly,
the warming of the atmosphere near the surface influences also the state of ocean. On
all levels, down to the deep ocean a positive temperature trend is present, reaching, e.g.,
0.05◦C/100 yr at depth around 3500m.

In the common 222-yr period the global mean 2-m air temperature in CHEM and
NOCHEM is very similar, besides some variations related to the model’s internal vari-
ability (Fig. 2.2 c and d). This confirms that the interactive chemistry does not affect
the model equilibrium. Furthermore, the drift in the 2-m temperatures is no longer
significant in this 222-yr period. Still, the oceanic temperatures are not in equilibrium.

With an average value of 14.45 ◦C for CHEM the simulated global mean temperature
is higher than the pre-industrial observed mean over 1850-1890 of 13.7 ± 0.2 ◦C (Brohan
et al., 2006). However, the value is similar to the global mean temperature in the MPI-
ESM based on ECHAM5 and MPIOM (Fig. 4 in Mauritsen et al. (2012)). From the
ongoing temperature drift it can be assumed that the model has not reached equilibrium
so far. The top-of-the-atmosphere (TOA) radiation balance is still characterized by a
positive imbalance of 1.6 Wm−2, averaged over the last 100 years of the simulations.
However, most climate models do not exactly conserve energy (Mauritsen et al., 2012).
Nevertheless, compared to the MPI-ESM, which has an imbalance of approximately 1
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Figure 2.3.: Variability in the annual mean zonally averaged ozone mixing ratios in the CHEM
simulation. (a) standard deviation (in ppmv). (b) variability expressed as standard
deviation normalized by the long-term mean (given as percentages). Contours show
the long term-mean ozone concentrations.

Wm−2, the temperatures are likely to adjust further, even after 1400 years of simulation.
In the following the differences in the mean climate and the variability between CHEM

and NOCHEM for different variables and components of the climate system is presented.

2.3.1. Stratospheric changes with interactive chemistry

Ozone variability

A detailed evaluation of the chemistry in SOCOL3 is given in Stenke et al. (2013b). Here,
we focus only on the simulated variability in stratospheric ozone concentrations and their
possible influence on the climate variability. The main difference between CHEM and
NOCHEM is the fact that ozone concentrations vary on all time scales in CHEM, whereas
NOCHEM is driven by an ozone climatology, which represents the climatological annual
cycle and therefore does not contain any variability on time scales shorter than one day
and longer than one year.
The time series of global mean ozone mixing ratios at different pressure altitudes reveal

that variability takes place on different time-scales, from day-to-day up to the decadal
scale. A pronounced and significant 2.3yr periodicity is found, which is the QBO imprint
on the ozone chemistry.
In the zonal mean perspective the largest variability is found in the tropics at the

altitude of the concentration maximum (Fig. 2.3). Secondary maxima occur in the
lower stratosphere in both polar regions. The normalized variability (Fig. 2.3) is more
pronounced in the polar stratosphere of both hemispheres compared to the tropics. Vari-
ability in the troposphere and mesosphere is in general very small and is only reflected
in the normalized anomalies. The variations are more pronounced on the intra-seasonal
scale (not shown), where for the NH polar stratosphere, the variability in the winter
season (DJF) ozone concentrations exceeds 10 %. The variability in the vertically inte-
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grated total column ozone reflects the pattern found for the zonal averages (not shown).
The northern and southern polar regions are characterized by the highest interannual
variability, while the variability in the North is larger than in the South. In the Arc-
tic, variability is particularly pronounced in the boreal winter and spring season. Over
Antarctica, larger variances are found mainly during austral spring.

Temperatures

The seasonal zonal mean differences in the air temperature between CHEM and NOCHEM
are presented in Figure 2.4 a.
The largest temperature differences are found in the mesosphere, where CHEM is more

than 3 ◦C warmer. These differences are most pronounced in the summer season of the
corresponding hemisphere. In the upper and middle stratosphere the temperatures are
significantly higher at latitudes between 30◦ and 50◦ on both hemispheres and signifi-
cantly lower in polar regions. The positive differences are below 0.6 ◦C and do not show
a clear seasonal variation. The negative differences in the lower stratosphere are most
pronounced and significant during winter and spring and reach up to -1.5 ◦C.
The higher mesospheric and upper stratospheric temperatures in CHEM are result

of different processes. In SOCOL-MPIOM with interactive chemistry a parametrization
of the absorption of radiation by oxygen and ozone in the Lyman-alpha, Schumann-
Runge, Hartley, and Higgins bands is included. This effect creates additional heating
in the higher atmosphere, which is not included in NOCHEM. Tests show that this
parametrization is responsible for a pronounced heating of the higher atmosphere, espe-
cially in summer. In the annual average the temperature is up to 7 ◦C warmer and the
effect is visible at all latitudes in the mesosphere and upper stratosphere. Therefore, an
additional negative signal in the mesosphere is needed to create the pattern shown in
Figure 2.4.
One mechanism that is responsible for colder conditions in the higher atmosphere in

the case of the setup with interactive chemistry is found in the interactions between the
chemical module and the SW radiation scheme. In NOCHEM ozone concentrations are
prescribed as a daily climatology, whereas ozone in CHEM varies from time step to time
step. In the mesosphere ozone undergoes a pronounced diurnal cycle. During daytime
ozone is destroyed by UV radiation and in the night the transport of ozone enriched air
from lower levels leads to an increase in the ozone concentrations. Differences between
night and day reach up to 15 %. Consequently, the highest model levels in CHEM are
colder during daytime, but this cooling can not be compensated at night. The diurnal
cycle of the ozone concentrations in the mesosphere has a cooling effect of around 5 ◦C,
which is largest at 30 ◦N and 30 ◦S.
Additional differences between CHEM and NOCHEM are found in the water vapour

concentrations (not shown). In the NOCHEM configuration the only source of water
vapour in the stratosphere and mesosphere is the transport from the troposphere. With
interactive chemistry water vapour is also produced by the oxidation of CH4. Large
differences in the specific humidity between NOCHEM and CHEM are found in the
summer hemisphere and at altitudes above 40 km, where the values differ by up to
37%. The higher water vapour mixing ratios in CHEM lead to a cooling of the higher
atmosphere between 60 ◦S and 60 ◦N. In the annual mean the maximum anomalies are in
the order of 1 ◦C. Contrary to Maycock et al. (2011) who reported a maximum cooling
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Figure 2.4.: Zonal and seasonal mean anomalies between CHEM and NOCHEM, i.e., CHEM
minus NOCHEM for (a) temperatures, (b) the zonal wind component, and (c) the
variance ratio of the zonal mean wind component between CHEM and NOCHEM,
i.e., variance(CHEM) / variance(NOCHEM). Atmospheric levels above (top) and
below (bottom) 100 hPa are displayed separately to improve readability in the lower
atmosphere. Contours: seasonal means in CHEM with contours (a) from 230 K to
300 K by 10 K and (b) -50 m/s to 50 m/s by 10 m/s. In (c) the average seasonal
variance in CHEM is shown, with contours from 0 m2/s2 to 140 m2/s2 by 25 m2/s2
for levels above 100 hPa and 0 m2/s2 to 15 m2/s2 by 3 m2/s2 for levels below 100
hPa. Stippling: significant differences between the ensembles. In case of the seasonal
mean comparison (a, b) a Student’s t-test is used. The variance comparison is based
on a F-Test. Test results with p ≤ 0.05 are stippled. Differences are calculated over
the common 222 year period.
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Table 2.2.: Climatological indices for the winter (DJF) zonal wind component at 50 hPa in dif-
ferent latitudes, similar to Driscoll et al. (2012). Climatological indices for CHEM
and NOCHEM are calculated over the common 222 year period. Reanalysis values
are based on ERA Interim for the period 1979 – 2013 (Dee et al., 2011) and ERA 40
for the years 1957 – 2002 (Uppala et al., 2005). Values given denote the average zonal
wind speed in the given latitude range at 50 hPa in m/s; the standard deviation is
given in brackets.

30◦S–30◦N 55◦N–65◦N

CHEM -2.4 (3.6) 23.1 (7.7)
NOCHEM -2.4 (3.5) 22.5 (7.8)
ERA Interim -3.7 (5.1) 19.0 (8.6)
ERA 40 -3.8 (5.1) 19.1 (8.1)

in the lower stratosphere after a uniform increase of the stratospheric water vapour, the
cooling effect in SOCOL-MPIOM is strongest in the upper stratosphere and mesosphere.
This is probably related to the fact that the water vapour difference between CHEM and
NOCHEM are not uniformly distributed and reach the largest differences in the higher
stratosphere.
Further tests for the parametrization of GCR, LEE, and SEP events show that these

parametrizations does not substantially affect the atmospheric temperatures.

Dynamics

The differences in the zonal wind component reflect the changes in the meridional tem-
perature gradients (Fig. 2.4) b. Both polar vortices are significantly strengthened during
winter and spring in the case of the simulation with interactive chemistry. With this vor-
tex intensification, the colder conditions in CHEM in the SH and NH polar stratosphere
can be understood: A stronger vortex isolates the air masses over the poles and prevents
the meridional transport of warmer air into the vortex centre. Both differences, the tem-
perature and the zonal wind speed, are larger in the SH. In the summer hemisphere,
the changed temperature gradient forces a strengthening of the easterly circulation at
mesospheric levels.
A comparison between model results and observations for the zonal wind component at

50 hPa in the boreal winter season is given in Table 2.2. Similar to Driscoll et al. (2012),
we average over the tropical latitudes (30◦S–30◦N) and the northern mid latitudes (55◦N–
65◦N) and compare to against the reanalysis products ERA40 and ERA Interim, covering
the period 1957-2002 and 1979-2013, respectively.
In the tropical latitudes the average wind conditions and the standard deviation are

lower compared to the values in ERA Interim. However, SOCOL-MPIOM agrees much
better with ERA Interim than the CMIP5 models evaluated by Driscoll et al. (2012),
which can be attributed to the QBO nudging implemented in the model. No significant
difference is found between CHEM and NOCHEM for the tropical indices. For the north-
ern polar night jet the difference between CHEM and NOCHEM becomes slightly larger,
illustrated by stronger zonal wind in winter for CHEM. The differences are not very large
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Table 2.3.: Average number of SSW events per winter (NDJFM) following the definition of Charl-
ton and Polvani (2007). SSW events for CHEM and NOCHEM are calculated over
the common 222 year period. For comparison the reanalysis products ERA 40 (1957–
2002) and ERA Interim (1979–2013) are used.

Nov Dec Jan Feb Mar
∑

CHEM 0.12 0.07 0.07 0.14 0.23 0.63
NOCHEM 0.10 0.07 0.10 0.19 0.21 0.67
ERA40 0.02 0.09 0.24 0.16 0.13 0.64
ERA Interim 0.00 0.12 0.18 0.26 0.21 0.76

(0.6 m/s), but statistically significant. The variability in the daily mean zonal wind com-
ponent does not differ significantly between CHEM and NOCHEM. Compared to ERA
Interim SOCOL-MPIOM simulates higher zonal winds with a slightly lower standard de-
viation. Still, the agreement is better than in most CMIP5 models evaluated by Driscoll
et al. (2012). In particular this agreement is notable, since earlier studies suggested that
the underestimation of stratosphere–troposphere coupling events after tropical volcanic
eruptions may be related to a too strong and too stable northern polar vortex in many
GCMs (Stenchikov et al., 2006; Driscoll et al., 2012). Although the different climate
states, pre-industrial control vs. late 20th century, might bias the comparison there is
confidence that SOCOL-MPIOM simulates wind conditions in the tropical and north-
ern high latitudes reasonably well. Furthermore, the comparison between CHEM and
NOCHEM reveals an influence of interactive ozone chemistry on the mean intensity of
the winter northern polar vortex.

The stability of the northern polar vortex is closely related to sudden sudden strato-
spheric warmings (SSW). Major SSWs are stratospheric extreme events, in which the
westerly flow during winter time is reversed and a strong warming in the polar strato-
sphere can be observed. SSW events in the NH are associated with a ’break down’
of the polar vortex and are consequently also reflected in the NAM. Via stratosphere–
troposphere interactions, SSW events influence the storm-track activity (Thompson and
Wallace, 2001; Breiteig, 2008) and the increase of blocking situations (Woollings et al.,
2010). Here we assess the ability of SOCOL-MPIOM in simulating of SSWs and possible
influences of the interactive chemistry on the frequency of SSWs. Again, we use the two
reanalysis products from the ECMWF and compare them to the values from the two
pre-industrial control simulations. SSW events are based on the definition of Charlton
and Polvani (2007). The central date of an event is defined as the day during the months
November to March when the zonal mean wind component at 60◦N and 10 hPa changes
from westerly to easterly direction. The following 20 days after the onset of an event are
excluded from the analysis to avoid double counting single events. Final warming events
at the end of the winter season are excluded by an additional constraint demanding that
the last events need to be followed by at least 10 days with westward wind conditions
before the end of April.

The total number of SSW events per winter is similar to ERA 40 and ERA Interim
(Table 2.3). During the winter months SOCOL-MPIOM simulates a too uniform dis-
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tribution of SSWs. In the reanalysis a clear maximum is found in January (ERA 40)
or February (ERA Interim), whereas both experiments simulate a minimum of events
in January. Note that the difference between ERA 40 and ERA Interim is due to the
different periods, in the common period 1979-2002 the difference is negligible. With in-
teractive chemistry less SSW events are simulated, which may be related to the stronger
polar vortex in CHEM.
Note that this more realistic simulation of SSWs is a major improvement to earlier

versions of SOCOL (Fischer et al., 2008) and is attributed to a better representation of
the stratospheric temperatures in the polar regions in winter and spring (Stenke et al.,
2013b).
In the NOCHEM simulation, the ozone forcing is implemented in terms of a four

dimensional ozone climatology, representing the average annual cycle at each grid point.
Any interannual variability in the ozone mixing ratios is excluded by this approach. This
may affect different physical variables of the atmosphere and reduce their variability on
interannual time scales.
Changes in the interannual variability of the zonal mean temperatures and zonal winds

are described in the following. Therefore, the ratio of the two variances, i.e. var(CHEM)
var(NOCHEM)

is calculated. A ratio of 1 corresponds to no change, values < 1 (> 1) to a reduction
(increase) of the variance with interactive chemistry. Results for the seasonal averages
are shown in Figure 2.4. The highest variability in the zonal wind is found in the
tropical stratosphere for all seasons (contours). This pattern is related to the QBO.
Secondary maxima of the variability are found in the NH during DJF and MAM, related
to the winter polar vortex. In the SH the variability of the polar vortex is lower, i.e.,
the vortex is more stable in the winter months. Still, a second maxima is found for
austral spring in the vortex region. In the NH, the variability in the winter vortex is
enhanced in the southern part of the vortex and reduced in the centre of the vortex with
interactive chemistry. A slightly lower variability in the centre may be related to the
overall stronger vortex and is also reflected in the lower number of SSW events. The
increasing variability in the mid-latitudes could be related to the chemistry, however,
the differences are marginally significant. A significant increase in the variability in the
northern polar vortex is found for the boreal spring season. In the SH, the low variability
in the winter polar vortex is slightly (albeit significantly) higher in winter, but reduced
in the following spring season.
In summary, the largest differences between the simulation with and without interactive

chemistry are only indirectly related to the chemistry. With interactive chemistry the
absorption of oxygen and ozone in different wavelength bands leads to enhanced heating
rates in the upper atmosphere. This warming is compensated by interactions between
the diurnal cycle of mesospheric ozone and the SW radiation scheme. Furthermore, the
stratospheric water vapour concentrations are considerably lower, since an important
source of water vapour (CH4 oxidation) is not considered in the model. These differences
affect the temperature distribution, the wind field and the polar vortices. However, the
overall differences in the stratospheric climate are small.

2.3.2. Tropospheric and surface changes

In the troposphere, significant temperature differences are only found during the austral
spring season in the southern high latitudes below 250 hPa (Fig. 2.4). The warming is
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related to differences in the cloud cover between CHEM and NOCHEM. During austral
winter and spring significantly more clouds are formed in CHEM, with differences up
to 20 % in the vertical integrated total cloud cover. The additional clouds are mainly
limited to areas southward of 60 ◦S and altitudes between 250 and 100 hPa, covering
the lower stratosphere and upper troposphere. These clouds are a consequence of the
higher stratospheric water vapour concentration due to the oxidation of CH4 in the
chemistry module. Under the cold conditions of the polar night, the available water
vapour condenses to ice clouds, which absorb and reflect a fraction of the outgoing
longwave radiation and warm the air column below. The clouds are formed during
the winter season and reach their largest coverage in August. Similarly, the radiation
balance changes in time and the temperature anomaly peaks in August. The tropospheric
temperature anomaly is therefore still weak and not significant during austral winter, but
has a clear and significant impact on the temperatures in austral spring.
A similar effect is found in the NH for the boreal winter. However, here the effect is

smaller, since the cooling in the polar stratosphere is smaller over the Arctic than over
Antarctica and less clouds are formed.
Differences in the tropospheric zonal mean wind reveal a more heterogeneous pattern.

In the SH, the reduced meridional temperature gradient in spring causes a shift of the
westerlies to the equator, with a significant reduction in the South and (insignificant)
increases in the North. However, during austral summer and autumn the westerly cir-
culation is stronger in the South (sign. in MAM). In the NH, a significant weakening of
the westerlies at high latitudes is also found for MAM together with a strengthening in
summer.
At the surface the differences between CHEM and NOCHEM are smaller and only a

few significant changes are found (Fig. 2.5). In the Barents Sea, higher temperatures
in CHEM are present during the entire year and related to less sea ice (Fig. 2.5). The
variability in the sea ice cover in the Barents Sea is in general very large. The sea
level pressure or wind patterns reveal no consistent changes that may help to explain
the differences. Differences between CHEM and NOCHEM in this region are therefore
probably related to internal processes in the ocean that modulate the inflow of warm
Atlantic water into the Barents Sea basin and, consequently, the sea ice cover and the
surface temperatures.
In the SH high latitudes, the higher temperatures in CHEM during austral spring is

obviously related to the cloud cover differences as explained above. In the Southern
Ocean, between Australia and Antarctica a cooling is present during the entire year.
In the North Atlantic sea level pressure (SLP) significantly increases in CHEM com-

pared to NOCHEM (Fig. 2.5). In the North Pacific a significant reduction of the SLP
is found for MAM and a significant increase for the SON season. No significant changes
are found for the SLP field in the SH, except for austral spring, which is related to the
temperature differences between CHEM and NOCHEM.
Besides changes in the mean climate, the missing interannual variability in the ozone

concentration may also influence the variability at the surface. However, the surface
temperatures do not show a systematic and significant change in the variability for any
season (not shown).
The variance ratio between CHEM and NOCHEM of the SLP field is shown in Figure

2.6. In the NH, the centres of action that modulate weather and climate during the
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Figure 2.5.: Differences in the seasonal mean 2 m temperature (left) and sea level pressure (right)
between the CHEM and NOCHEM control simulation. Seasons are displayed from
top to bottom (DJF: a, e; MAM: b, f; JJA: c, g; SON: d, h). Gray contours in the sea
level pressure panels display the seasonal average field in CHEM. The significance
of the anomalies is indicated by stipplings for p ≤ 0.05 (Student’s t-test).
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Figure 2.6.: Variance ratio (i.e. variance(CHEM) / variance(NOCHEM) ) for the seasonal mean
sea level pressure with (a) DJF, (b) MAM, (c) JJA, and (d) SON. Stippling: sig-
nificant differences between the ensembles based on a F-Test. Test results with p ≤
0.05 are stippled. Contours: seasonal variance in CHEM. Differences are calculated
over the common 222 year period.

winter months are the North Atlantic (Iceland low and Azores high) and the Aleutian
low. No significant influence of the interactive chemistry in these highly variable regions
is found. During the other seasons, some significant changes are detected, but mainly
in regions with an overall low variability (e.g., in the tropics). The reasons for these
changes are unclear. In the SH mid- and high latitudes the variability is increased in
all seasons except autumn, however, the regions with significant increases change from
season to season.
For the ocean no significant differences between CHEM and NOCHEM are found,

besides the above mentioned sea ice cover anomalies in the Barents Sea (not shown).
The ocean is therefore not affected by the interactive atmospheric chemistry.
In summary, the influence of the interactive chemistry in the troposphere is regionally

and seasonally limited. The largest difference between CHEM and NOCHEM, the change
in winter and spring climate over Antarctica, is related to the differences in stratospheric
water vapour concentrations between the two experiments. Significant and consistent
influences of the chemistry on the variability are rare.

2.3.3. Climate sensitivity of SOCOL-MPIOM

The climate sensitivity is the temperature response after a perturbation in the radiative
forcing. Knowledge about the climate sensitivity of a model is crucial for the interpreta-
tion of transient climate simulations past and future climates. Several methods can be
applied to estimate the climate sensitivity of a model. We focus here on two approaches,
the transient climate response (TCR) and the equilibrium climate sensitivity (ECS).
In Figure 2.7 both measures are compared to the TCR and ECS values of the CMIP5
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SOCOL-MPIOM

SOCOL-MPIOM
(nochem)

SOCOL-MPIOM
(corrected)

Figure 2.7.: Comparison of the Transient Climate Response (TCR, left) and the Equilibrium
Climate Sensitivity (ECS, right) for a doubling of CO2 for the CMIP5 (grey dots,
Flato et al., 2013) and SOCOL-MPIOM (triangles). The ECS is determined by two
different approaches. The first estimate (red triangle) considers only the top-of-the-
atmosphere (TOA) radiative flux and the global mean temperature (Gregory et al.,
2004). For the seconds estimate (green triangle), the first estimate is corrected by
the deep ocean heat uptake, following Li et al. (2012).

ensemble. With 2.2 K the TCR of SOCOL-MPIOM is in the range of the higher sensitiv-
ities of the CMIP5 ensemble. For the configuration without interactive chemistry, which
is forced by a perpetual 1990 ozone climatology a second double CO2 simulation lead to
the slightly larger TCR of 2.3 K. Hence, the interactive chemistry module has only minor
influences on the TCR of SOCOL-MPIOM. The ECS has been estimated from the CO2

quadrupling experiments (Andrews et al., 2012). With 4.2 K it is also among the models
with the high climate sensitivity. Still, the estimate is within the sensitivity range from
1.5 to 4.5 K (Stocker et al., 2013).

In comparison to the MPI-ESM based on ECHAM5-MPIOM, the TCR is the same
but the ECS is considerably higher. For the IPCC AR4 Randall et al. (2007) reported
a TCR of 2.2 K and an ECS of 3.4 K, for a configuration with higher spatial resolution
(T63L39 in the atmosphere and approx. 1.5◦× 1.5◦ in the ocean). For a configuration
with the same spatial resolution in the atmosphere and the ocean, but a lower vertical
resolution in the atmosphere, Li et al. (2012) reported an ECS of 3.7 K. They also showed
that the approach by Gregory et al. (2004) might lead to an overestimation of the ECS
in the order of 10 % and proposed an improved methodology that takes the tendency of
the deep-ocean heat uptake (ocean below 1500 m) into account. At the end of the 150
year experiment, the heat uptake is clearly positive and the correction proposed by Li
et al. (2012) results in a lower value of 3.7 K, which corresponds better with the estimate
of Li et al. (2012). Still, the value is in the upper range of the CMIP5 ensemble.
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Figure 2.8.: NH average 2-m temperatures for the four transient simulations (coloured lines) in
comparison to the probability range (yellow/ref shading) of different NH temperature
reconstructions (Jansen et al., 2007). The ensemble members L1 and L2 correspond
to the large amplitude solar forcing, M1 and M1 were forced by the moderate TSI
amplitude. Furthermore, the NH averaged pre-industrial temperature anomaly in
the Mann et al. (2009) reconstruction, which is used for the spatial comparison, and
in HadCRUT4 is shown. Reconstructions and simulations are given as anomalies
to the pre-industrial period 1600–1850. This allows for a direct comparison of the
variability in the pre-industrial period despite the strong temperature trend from
1850 on. HadCRUT4 values are displayed relative to the value for the year 1850.
All time series are decadally smoothed with a cubic-smoothing spline. Grey bars
indicate the 30-yr periods covering the MM and the DM, which are used to calculate
the temperature anomalies.

2.4. Transient climate simulations

In this section we present results from an ensemble of transient climate simulations per-
formed with the AOCCM SOCOL-MPIOM for the periods 1600-2000. Three periods
will be analysed in detail focusing on the surface air temperature (SAT): the early pre-
industrial period with the two pronounced solar minima, namely the late Maunder Min-
imum (MM, 1670–1699) and the Dalton Minimum (DM, 1800–1829), and the industrial
period (1850-2000), which is highly influenced by anthropogenic emissions of GHGs.

2.4.1. Temperature variability in the pre-industrial period

The NH mean temperature in the four transient simulations is compared to proxy re-
constructions in Figure 2.8. The shading represent the probability range of the NH
temperature variations based on multiple proxies (Jansen et al., 2007). Values are ex-
pressed as as anomalies from the mean over the pre-industrial period 1600-1850. First
the temperature variability in the pre-industrial period is assessed.
The simulations show both agreement and disagreement for certain periods. For the

entire pre-industrial period, the simulations exhibit pronounced multi-decadal scale tem-
perature variations. On a decadal scales, the influence of volcanic eruptions on these
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Table 2.4.: NH temperature differences [K] for the late Maunder Minimum (1679–1699) relative
to the two reference periods 1600–1629 and 1770-1799 and for the Dalton Minimum
(1800-1829) relative to the period 1770-1799. "Reconstructions" refers to the tem-
perature anomaly of the median of the reconstructed NH temperature anomalies in
Jansen et al. (2007).

1670/1699
–

1600/1629

1670/1699
–

1770/1799

1800/1829
–

1770/1799

M1 -0.24 -0.48 -0.15
M2 -0.03 -0.35 -0.30
L1 -0.34 -0.54 -0.18
L2 -0.40 -0.36 -0.13
reconstructions 0.03 -0.15 -0.08

variations is large. In the 17th century, the first signal common in all simulations is a
temperature increase from the year 1600 onwards, which is related to the recovery after
the volcanic eruption in the first simulation year (1600, Huaynaputina). Also the erup-
tion in the year 1641 (Parker) is clearly visible in the simulations and the reconstructions.
From 1650 onwards the negative trend in the solar forcing, leading into the MM, becomes
visible. The lowest MM values are reached approximately around the year 1700, but the
variability between the simulations is large. Although the large solar forcing differences
(up to 3 Wm−2) are not visible for the lowest values of the MM, the effect of the solar
forcing becomes apparent when the temperatures between the beginning and the end of
the 17th century is compared (Table 2.4). For the first three versus the last three decades
of the 17th century, the NH mean temperature is reduced by -0.34 K and -0.40 K in L1
and L2, respectively, and by -0.24 K and -0.03 K for M1 and M2, respectively. Contrary
to the simulations, the MM is barely visible in the reconstruction as the so called Little
Ice Age starts before the 17th century. Using a different approach, but a similar set
of temperature proxies for the NH, Frank et al. (2010) identified the period 1601–1630
as the coldest 30 years of the last millennium. Consequently, no additional cooling can
be found towards the end of the 17th century and the temperature differences between
1600–1629 and 1670–1699 is +0.03 K.

It should be mentioned that the temperature variations in the MM may also be in-
fluenced by the artificially stable 1600 AD conditions from the control run, which are
used to initialize the transient simulations. This may result in an unrealistic climate
state at the beginning of the 17th century that complicates the comparison with the
reconstructions.

With the end of the MM the NH mean temperatures start to increase again, following
the increasing trend in the radiative forcing from the sun. This increase is again larger
compared to the reconstructions and suspended for multiple years by several volcanic
eruptions. The most prominent example is the temperature reductions after the Katla
eruption on Iceland (1755) and the eruption of Makian in Indonesia (1761), which cause
a pronounced NH cooling for several years, although their total aerosol mass is relatively
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small (Gao et al., 2008). For the post MM temperature increase, the differences between
the two solar forcings are not very pronounced (Table 2.4) and for both solar forcings
the temperature amplitudes are overestimated by a factor of 2 or larger, in comparison
to the reconstructions.
From 1800 onwards, the solar energy input decreases again with the onset of the

DM. This period is clearly dominated by the two volcanic eruptions 1809 (unknown)
and 1815 (Tambora) as well as the eruption pair 1831 and 1835 (Babuyan Claro and
Cosiguina). For the DM the differences in the two solar forcing reconstructions (up to
2.5 Wm−2) are not reflected in the NH averaged temperatures and the agreement with
the reconstructions is better.
The internal variability is an important factor that complicates the identification of the

fingerprints of external forcings in the climate system. For climate models, the technique
of ensemble simulations allows to extract the forcing signal. To reliably exclude any
signal of internal variability, the number of simulations has to be sufficiently large. An
ensemble size of 2 is clearly too small to get robust estimates of the signals caused
by external forcings. Still, we average over each ensemble in the following to increase
the signal-to-noise ratio. Using the two ensembles, L and M, we compare the spatial
patterns for the MM and the DM against the patterns found in reconstructions. As
reference period, which should represent an undisturbed pre-industrial situation relative
to the two solar minima, the period 1770–1799 is selected. During these 30 years the
solar irradiance values are very similar in both forcing datasets and also comparable to
present day values (Fig. 2.1). Furthermore, no large volcanic eruption took place. For
the solar minima, we select a 30-yr window roughly around the lowest TSI values, i.e. the
period 1670–1699 for the late MM and the period 1800–1829 for the DM. Anomalies for
these periods are compared to the spatial multi-proxy based temperature reconstructions
of Mann et al. (2009).
The reconstructed temperatures during the MM are stronger reduced in the NH than

in the SH, with the lowest temperatures over the North American continent and over
northern Europe (Fig. 2.9 e). Weak positive anomalies are also found, but they are
not significant. Similar to the hemispheric mean time series, the cooling signal during
the MM is more pronounced in both ensembles (Fig. 2.9 a, b). The simulated MM
temperature anomalies are almost everywhere negative and significant. For the L-forcing,
the anomalies are slightly more pronounced than for the M-forcing, but the difference is
small, which agrees with the findings for the hemispheric means (Table 2.4).
For the DM, the reconstructed temperature pattern is similar to the MM, with a larger

cooling in the NH and the largest anomalies in North America and Scandinavia (Fig. 2.9
f). Overall the cooling is weaker than during the MM. The simulated patterns are less
homogeneous and the differences between the two ensembles are larger (Fig. 2.9 c, d).
Nevertheless, both ensembles resemble the cold anomalies of the reconstruction. Large
areas of cold anomalies are found in the tropics and over the Barents Sea, where sea
ice increases (not shown). Despite the cold anomalies, significant warmer conditions are
found in the Labrador Sea (M-forcing) or the North Atlantic (L-forcing), which are not
present in the reconstructions and may be related to internal variability of the ocean
circulation or a response of the Atlantic meridional overturning to the volcanic forcing
(e.g. Mignot et al., 2011). Overall the agreement to the reconstructions is better for the
DM than for the MM, although for both periods the simulated temperature anomalies
are more pronounced.
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K

Figure 2.9.: Temperature differences for the Maunder Minimum (1670–1699, left, a,c,e) and the
Dalton Minimum (1800–1829, right, b,d,f) with respect to the common reference
period (1770–1799) for the ensemble average with medium solar amplitude (top,
a,c), large solar amplitude (middle, b,d) and the spatial reconstruction of Mann
et al. (2009) (bottom, e,f). Stippling: significant differences (Student’s t-test, p ≤
0.05).

Note that for the NH hemispheric average (Fig. 2.8) the centennial variations in Mann
et al. (2009) are not very pronounced and represent mainly the median of Jansen et al.
(2007).

Whereas the agreement during the DM is rather good, the MM temperature reductions
are in the lowest probability range of the reconstructions. During the DM, temperature
reductions are dominated by several volcanic eruptions, but the solar forcing reduction
is less strong and shorter compared to the MM. Therefore, the influence of the solar vari-
ability is probably more pronounced during the MM and better separated from volcanic
signals, than in the DM. For L1 and L2 the solar signal is obvious in both members dur-
ing the MM. For M1 and M2 one member simulates nearly no cooling during the MM,
despite a forcing reduction of up to 3 Wm−2 for several decades. This indicates that the
internal variability of the climate system might compensate even large variations in the
external forcing.

The relative contributions of the solar and the volcanic forcing for the temperature
variations during the DM is difficult to extract from the transient experiments. However,
using SOCOL-MPIOM Anet et al. (2013a, 2014) showed that the temperature reduction
in the DM is mainly related to the variability in the visible part of the solar spectrum
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Figure 2.10.: (a) Global mean, annually averaged surface air temperature in the transient simula-
tions and different observation based data sets. All time series are filtered by an 11
year low pass filter. For 20CR the ensemble spread (ensemble standard deviation)
is indicated by the shaded area. All data sets are given as anomalies w.r.t. the
period 1951 – 1980. (b) Average global mean temperature increase for the period
1970–1999 relative to 1890–1919 (highlighted by the grey regions in a). M1 and M2
refer to the two transient simulations with medium solar forcing amplitude. Bars
indicate the average temperature difference between the two periods, gray boxes
represent the 95% confidence intervals.

and volcanic eruptions. The UV variability is not important for the surface climate. The
volcanic forcing cools the climate mainly in the tropics and is larger in the SH than in the
NH, which is related to the asymmetric distribution of the aerosol cloud of the Tambora
eruption.

2.4.2. Temperature trends after 1850

A significant anthropogenic influence on the global mean temperature starts at the latest
with the beginning of the industrialization, i.e., approximately since the mid of the 19th
century. Moreover, a sufficient number of instrumental based weather observations are
available since the mid 19th century so that it is possible to derive global mean surface
temperatures (Brohan et al., 2006; Hansen et al., 2010) or to apply them in data assimi-
lation projects (Compo et al., 2011). For a climate model, the ability to reproduce these
observed temperature trends is crucial. Therefore, the simulated temperature develop-
ment since 1850 in the four transient simulations with SOCOL-MPIOM is described in
the following.

Transient simulations

In the following the simulated surface air temperatures are compared to the observational
data sets GISTEM and HadCRUT4 and to the 20th century reanalysis (20CR).
The global mean surface air temperature (SAT) increase is very similar in the two

instrumental records and in the reanalysis (Fig. 2.10 a). Before 1900 no positive trend
is visible in the global mean SAT. In all records, the temperature increase of the 20th
century is not continuous, but rather divided in two periods. The first increase is found
between 1910 until 1940. This period is known as the early 20th century warming (Brön-
nimann, 2009). In 20CR this increase starts at the same time, but is slightly weaker.
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Figure 2.11.: Surface air temperature difference [K] between the two 30-yr periods 1890-1919 and
1970-1999 for different data sets and simulations. Top: observational data sets (a)
GISSTEMP, (b) HadCRUT4, (c) 20CR. Middle and bottom: model experiments
(d) medium solar - ensemble average (e) full forcing sensitivity run, (f) GHG only,
(g) solar only, (h) aerosols only, and (i) ozone only. Stippling: significant differences
using a Students t-test (p ≤ 0.05) and taking auto-correlation into account. For (a)
GISSTEMP and (b) HadCRUT4 missing values are indicated by the cross pattern.

After 1940 the global mean temperature rise is reduced or even suspended for about two
decades. Finally, from 1960 onwards a clearly positive temperature trend is found in all
data sets. In the instrumental records the temperature increase in the first half of the
20th century and the cold period around 1950 are more pronounced than in 20CR.

The simulated mean SAT increase since 1850 is much stronger in all transient simula-
tions than in the observations. From around 1900 onwards temperatures increase more or
less linear, with a slight acceleration after 1960. The surface temperature trends are very
similar in all four experiments. In particular, no substantial difference between model
results obtained with medium and large amplitude solar forcing is found, although the
difference in the increase in the TSI values during the 20th century is up to 1.7 Wm−2

(TOA). However, in the ocean heat uptake, the difference between the two forcings is
clearly visible. Furthermore, stronger increases in the outgoing longwave radiation in
the L simulations partly compensate the forcing difference. To reduce complexity, we
concentrate on the medium solar forcing amplitude simulations in the following.

The pattern of the temperature changes might help to identify differences to the ob-
served records. Furthermore, regions with pronounced temperature increase that may be
associated with positive feedbacks can be identified. Therefore, we compare the temper-
ature difference between a 30-yr period at the beginning (1890-1919) and at the end of
the 20th century (1970-1999). The results are however not sensitive to the exact choice
of the periods and a trend pattern analysis also leads to similar results.

A comparison of the pattern of the SAT increase in the 20th century is given in Figure
2.11. In the observations significant positive temperature changes can be found over
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the entire globe, interrupted by regions without any changes or significant temperature
reductions. Over the oceans a warming is obvious almost everywhere. The largest tem-
perature increases are found in the Southern Ocean at mid latitudes, reaching around 2
K/100yr. In general differences between the records are small over the ocean. This is to
some degree expected, since, e.g., 20CR used the same SST records (HadSST) as Had-
CRUT4 as lower boundary condition. Over the continent, the pattern is spatially more
heterogeneous, but regions with significant positive temperature increases are found on
all continents. In 20CR regions with temperature reductions are more pronounced than
in the other two records.
In comparison to HadCRUT4 and GISTEMP the changes in the southern and in

particular in the northern polar region are much stronger in 20CR. For 20CR it is known
that the Arctic temperature field suffers from a large, time-varying bias (Brönnimann
et al., 2012) and an incorrect sea-ice distribution (Compo et al., 2011). However, also
HadCRUT4 and GISTEMP are affected by a very low spatial and temporal coverage of
instrumental based observations in these regions. These caveats should be considered
when comparing trend estimates for the NH and SH polar regions.
In the simulations the strong signal in the global mean temperature is also apparent

in the spatial pattern. The warming is too strong in many regions, and spatially very
uniform. In the northern polar region, some signals of polar amplification can be found.
However, the differences in the global average are related to a strong and uniform warming
over the entire globe and not to an overestimated polar amplification.
The spatially uniform warming may be related to a specific forcing like GHG or solar.

The TCR of 2.2 K suggests a stronger temperature increase due to the anthropogenic
GHG emissions in the 20th century. Contrary, results from Anet et al. (2013b) showed
that the model response to the future GHG increase (RCP 4.5) is comparable to other
CMIP5 models. In their experiments the temperature increase at the end of the 21st
century (1.96 ± 0.12 K) is well in the range of the CMIP5 ensemble (1.8 ± 0.5 K, e.g.,
Knutti and Sedláček (2012)). Therefore, other forcings may contribute to the trend in
the 20th century and amplify it.

Sensitivity to separated external forcings

The role of different forcings for the temperature trends since 1850 is evaluated using a
number of sensitivity simulations where one external forcing or a combination of forcings
is applied and the remaining forcings are held constant at pre-industrial levels (Table
2.1).
In doing so, the major GHGs, the solar activity, stratospheric and tropospheric aerosols

and simulated ozone changes are investigated. In the troposphere, ozone concentration
in general increased (Stevenson et al., 2013), whereas they are reduced by the emission
of ozone depleting halogens in the stratosphere (Staehelin et al., 2001). Both changes
have different effects on the radiation balance.
The contributions of the different forcings to the temperature trends is assessed by

comparing the differences in the global mean temperatures between the two 30-yr periods
defined above (1890-1919 and 1970-1999). The results are again not very sensitive to the
exact choice of these periods.
In the full forcing experiment the mean temperature increase agrees well with the in-
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creases found in the two transient simulations (Fig. 2.10 b). This gives us confidence,
that the setup of the sensitivity experiments is able to reproduce the temperature be-
haviour, when all major forcings are considered. The major part of the temperature
increase simulated by all forcings is explained by the GHG forcing (73 %). The solar
forcing (13 %) and the ozone trends (16 %) also contribute to the warming. The only
negative signal (-15 %) is related to stratospheric and tropospheric aerosols. All indi-
vidual forcings (solar, ozone, GHG, aerosols) add up to only 87 % of the full forcing
experiment, suggesting that additional positive feedbacks are involved in the case of the
full forcing experiment (e.g., sea ice albedo feedback).
To analyse the spatial structure of the global mean temperature differences, we com-

pare again the difference pattern between the two 30-yr periods (Fig. 2.11). The warming
is globally very uniform with some hints for polar amplifications in the northern high
latitudes. This full forcing pattern is very similar to the changes of the GHG experiment,
except for an overall larger trend. As in the global analysis, the GHG forcing dominates
the full-forcing trend almost everywhere. The other three forcings display a much larger
spatial heterogeneity and temperature changes are comparably small. The solar forcing,
which, on global average, leads to a warming of approximately 0.13 K, has slightly sig-
nificant contributions, e.g., over northern America, Greenland and Europa. Over Europe
and North America the contributions from the solar forcing are clearly visible in the full
forcing experiment. Further significant temperature increases are found in the tropical
Atlantic and Indian Ocean. The aerosol forcing, which combines the influence of tro-
pospheric and stratospheric aerosols, leads to significant negative temperature changes
in the tropical continental areas of the SH and over a large region covering Russia and
East Asia. Furthermore, a significant positive influence is found for the North Atlantic.
Finally, the simulation forced by transient ozone changes reveals a significant and pro-
nounced positive temperature increase in the NH high latitudes, which peaks over the
Barents Sea. In the SH high latitudes, no comparable signal is found. Overall, several
regions of significant positive temperature increases are associated with the ozone forcing.
The solar forcing used in the experiments accounts for an increase in the net radiative

forcing (RF) of 0.28 Wm−2 (global average assuming a global mean albedo of 0.7), be-
tween the periods defined above. In the historical CMIP5 simulations the corresponding
forcing difference is only 0.09 Wm−2 (Lean, 2000; Wang et al., 2005). For the same
periods, the RF from tropospheric ozone changes is estimated to be 0.4 ± 0.2 Wm−2

(Myhre et al., 2013). The positive RF from tropospheric ozone is further compensated
to some extent by the negative forcing from stratospheric ozone depletion, estimated to
be around -0.05 ± 0.1 Wm−2 (Myhre et al., 2013). The combined RF from CO2, CH4,
and N2O (Ramaswamy et al., 2001), is 1.20 Wm−2 between 1989–1919 and 1970–1999.
Based on the RF and the temperature response ∆T we estimate a transient sensitivity

parameter α [K/Wm−2], with α = ∆T/RF , for the three forcings. Values of α are
estimated as 0.46 ± 0.25, 0.46 ± 0.25 and 0.58 ± 0.08 K/Wm−2 for the solar, ozone
(net RF: 0.30 Wm−2), and GHG experiment, respectively. The confidence interval is
based on the 95% confidence interval for the temperature response ∆T only. Note that
the estimate is associated with further uncertainties related to the RF, in particular for
ozone, and that ∆T is extracted from a single simulation. The analysis, thus, shows
that the temperature response associated with the different forcings is consistent and the
resulting signal is a combination of the climate sensitivity of SOCOL-MPIOM, the large
solar forcing and the inclusion of the additional RF from the ozone chemistry.
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2.5. Discussion and Conclusions

This paper presents the coupled atmosphere-chemistry-ocean model SOCOL-MPIOM.
The model is described using results from a number of simulations without changes in
the external forcings (control simulations) and with transient external forcings for the
period 1600-2000 AD.
Without changing external forcings the influence of the interactive chemistry module on

the mean climate state and its variability is small and mainly confined to the stratosphere
and mesosphere. The largest differences in the temperatures in the middle atmosphere
are associated with several processes. First, the parametrization of the absorption in the
Lyman-alpha, Schumann-Runge, Hartley, and Higgins bands is responsible for a warmer
mesosphere and higher stratosphere in the simulation with interactive chemistry. This
parametrization is disabled in the configuration without interactive chemistry, but will
be implemented in future version. Second, interactions between the diurnal variation in
the mesospheric ozone concentrations and the radiation scheme lead to a cooling, partly
compensating the aforementioned warming. Furthermore, stratospheric water vapour
concentrations are higher with interactive chemistry due to the additional water vapour
produced by the oxidation of methane in the chemistry module. Future version of the
model configuration should therefore implement a parametrization of this process, e.g.,
similar to the approach in ECHAM 6 (Schmidt et al., 2013).
In the transient simulations for the period 1600-2000 the spectral solar forcing re-

constructions of Shapiro et al. (2011) is tested and the simulations are compared to
temperature reconstructions. To consider the uncertainty in the solar forcing, two dif-
ferent solar forcing data sets with large amplitude (corresponding to the mean forcing
provided by Shapiro et al. (2011)) and a medium amplitude (upper uncertainty envelope)
are used. Both amplitudes are substantially larger than previous state-of-the-art solar
forcing reconstructions. For the MM, the temperature response is in general larger than
the signal found in reconstructions, whereas the agreement between proxies and simu-
lations for the DM is better. The larger differences between reconstructions and model
results in the MM may be related either to the MM being still affected by the model
spin-up period or to the large amplitude of the solar forcing, with considerably larger
variations than all other recent solar forcing reconstructions. During the DM, the period
of reduced solar activity is shorter than during the MM and the solar effect is weaker.
Instead, the volcanic forcing is the dominant driver for the surface temperature change.
The temperature variations in the transient simulations are always subject to internal

variability and the influence of the solar forcing is therefore not directly visible in the
hemispheric averages or the global mean for every solar minima. Likewise, the differences
between the medium and the large amplitude solar forcing are not always obvious. How-
ever, when the difference in the NH temperature between the simulations with medium
and large solar forcing is calculated for all solar minima and maxima, the influence of
the solar forcing becomes visible. Between 1600 and 2000, the sun went through three
grand solar minima (MM, DM, and Gleisberg minima) and four periods of higher solar
activity. The temperature change for each of these periods, i.e., the temperature change
from a solar minima to the following maxima or a maxima to the following minima, is
significantly influenced by the TSI, except for the temperature reduction into the DM
and the increase after the Gleisberg minimum. In these two cases strong other forcings,
large volcanic eruption in the DM and the GHG increase after the Gleisberg minimum,

79



2. The coupled atmosphere-chemistry-ocean model SOCOL–MPIOM

dominate over the solar forcing. Averaged and normalized over all periods the simulated
NH temperature change resulting from a change in the TSI is 0.06 K/Wm−2. When the
two periods mentioned above are excluded, the response increases to 0.11 K/Wm−2.

With a transient climate response (TCR) of 2.2 K and an equilibrium climate sensitiv-
ity (ECS) of 3.7 K the sensitivity of SOCOL-MPIOM is on the higher side of the CMIP5
ensemble, but comparable to the related ECHAM5-MPIOM. The high sensitivity may
also be influenced by the warm climate state used for the CO2 perturbation experiments.
The experiments are initialized using restart files for the year 1990 from the transient
simulations. These transient runs are affected by a persistent positive temperature drift
from the control simulation and an overestimation of the 20th century temperature in-
crease. The climate state at the beginning of the CS experiments is therefore clearly too
warm. Although the ECS is commonly assumed to be independent of the climate state,
Meraner et al. (2013) showed that the climate state indeed has an influence on the ECS.
In warmer climates, the ECS increases due to a stronger water vapour feedback.

The influence of the interactive chemistry on the TCR is very small but negative
(∼ - 0.1 K). This is in agreement with results from Dietmüller et al. (2014). With
the ECHAM/MESSy Atmospheric Chemistry (EMAC) model they found a reduction
of the climate sensitivity parameter by 3.4% with interactive chemistry in the case of a
(instantaneous) double CO2 scenario. The reduction is explained by negative feedbacks
introduced by the ozone chemistry with influences on the stratospheric water vapour.
However, contrary to Dietmüller et al. (2014) who explained the feedback by reduction
of the ozone concentrations in the lower tropical stratosphere of up to 20%, the reductions
in our experiments is much smaller (< 1 %).

In the industrial period, the climate sensitivity of the model in combination with
the solar and the forcing from the ozone changes results in an overestimation of the
temperature trends up to a factor of 2. Contrary to the solar forcing proposed for
CMIP5 (Lean, 2000; Wang et al., 2005) and many other TSI reconstructions, the forcing
of Shapiro et al. (2011) used in the transient simulations shows a strong increase in the
radiative forcing from the sun in the first half of the 20th century. This increase is not
within the confidence interval for the TSI changes presented in the last IPCC report
(Myhre et al., 2013).

An additional positive signal comes from the simulated increase in the tropospheric
ozone concentrations that also contribute to the global mean temperature trend. Esti-
mates for the changes in global tropospheric ozone since pre-industrial times are rare
and largely based on model simulations (Myhre et al., 2013). In comparison to other
models the simulated tropospheric global ozone increase is stronger in this study. While
SOCOL-MPIOM simulates increases in the order of 15 DU between the beginning and
the end of the 20th century, Shindell et al. (2006) estimated an increase of around 10
DU. In a multi-model study with 17 different chemistry-climate models, Stevenson et al.
(2013) found an increase of 8.4 DU between the 1850th and 2000th. Consequently, the
effect on the temperature trends is larger, being 0.16 K in this study and ∼0.10 K in
the simulation with the GISS model II (Shindell et al., 2006). However, the chemistry
in the GISS model II is limited to levels below 150 hPa and parts of the tropical upper
troposphere are not included. This may result in an underestimation of the effect by
20%, as discussed by the authors (Shindell et al., 2006).

When only the radiative forcing from GHGs and the negative contributions from the
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aerosols are considered, the simulated warming would agree reasonably well with the
observations. With the additional forcings used here, either the climate sensitivity of
SOCOL-MPIOM would need to be lower or possible missing negative forcings would
need to be included to match the observed temperature trends.
Despite the lack of a full understanding of the strong transient climate response and

equilibrium climate sensitivity of the new model, with the coupling of SOCOL-MPIOM
a novel atmosphere-chemistry-ocean model has been developed that allows the inclusion
of chemistry-climate feedbacks in long-term simulations for the past and the future.
Furthermore, with a configuration that allows the deactivation of the chemistry scheme
the influence of the chemistry–climate feedbacks in the climate can be assessed. Earlier
studies with SOCOL-MPIOM highlighted the relevance of the atmospheric chemistry in
climate model simulations (Anet et al., 2013a, 2014, 2013b; Muthers et al., 2014). Under
conditions without a change in the external forcings, the influence of the interactive
chemistry on the climate state is small. Future work will concentrate on the role of
chemistry–climate feedbacks under changing external forcings.
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Abstract An important key for the understanding of the dynamic response to large tropical volcanic
eruptions is the warming of the tropical lower stratosphere and the concomitant intensification of the
polar vortices. Although this mechanism is reproduced by most general circulation models today, most
models still fail in producing an appropriate winter warming pattern in the Northern Hemisphere. In this
study ensemble sensitivity experiments were carried out with a coupled atmosphere-ocean model to
assess the influence of different ozone climatologies on the atmospheric dynamics and in particular on the
northern hemispheric winter warming. The ensemble experiments were perturbed by a single Tambora-like
eruption. Larger meridional gradients in the lower stratospheric ozone favor the coupling of zonal wind
anomalies between the stratosphere and the troposphere after the eruption. The associated sea level
pressure, temperature, and precipitation patterns are more pronounced and the northern hemispheric
winter warming is highly significant. Conversely, weaker meridional ozone gradients lead to a weaker
response of the winter warming and the associated patterns. The differences in the number of
stratosphere-troposphere coupling events between the ensembles experiments indicate a nonlinear
response behavior of the dynamics with respect to the ozone and the volcanic forcing.

1. Introduction

Large tropical volcanic eruptions are a major factor in natural climate change [Robock, 2000; Cole-Dai, 2010;
Timmreck, 2012]. The direct radiative effect of an eruption leads to a cooling at the surface. At the same
time, dynamic effects can cause positive temperature anomalies on the regional scale, e.g., in the Northern
Hemisphere where a winter warming pattern has been identified at high latitudes after several histori-
cal eruptions [e.g., Robock and Mao, 1992; Stenchikov et al., 2002; Shindell et al., 2004; Fischer et al., 2007;
Christiansen, 2008; Zanchettin et al., 2012]. After the eruption of Mount Pinatubo in 1991 climate model sim-
ulations indicated that the winter warming following the eruption is related to stratospheric dynamics [Graf
et al., 1993]. The aerosol loading in the lower stratosphere increases the reflection of short-wave radiation
back to space and the absorption of near-infrared and long-wave radiation. For tropical and subtropical
volcanic eruptions a large fraction of the aerosol is advected into the tropical pipe, so that its long-wave
absorption leads to a warming of the tropical stratosphere, which strengthens the meridional temperature
gradient and accelerates the polar night jet [Kodera, 1994]. These wind anomalies penetrate downward into
the troposphere and intensify the westerlies [Graf et al., 1993]. Therefore, the radiative forcing of the volcanic
eruption can induce a positive phase of the Arctic Oscillation (AO) or the North Atlantic Oscillation (NAO),
which is held responsible for the higher winter temperature in the northern high latitudes [Robock, 2000;
Shindell et al., 2004].

A number of mechanisms was proposed to explain the propagation of wind anomalies from the strato-
sphere to the troposphere or vice versa [Shepherd, 2002; Song and Robinson, 2004]. However, none of them
is yet fully understood [Thompson et al., 2006; Gerber et al., 2012]. Alternatively, several studies described
the interaction between stratosphere and troposphere in a statistical way using empirical orthogonal func-
tion analysis or correlations techniques [e.g., Baldwin et al., 1994; Baldwin and Dunkerton, 2001; Thompson
et al., 2005]. These authors defined stratosphere-troposphere couplings by coupled modes of variabil-
ity between the stratosphere and the troposphere. For the Northern Hemisphere this coupled mode
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consists of the stratospheric polar vortex and the NAO or AO. Independent of the underlying mechanisms,
stratosphere-troposphere coupling is known to be the key to understanding the winter warming pattern
that follows large volcanic eruptions.

The state of the stratosphere has significantly changed in the past few decades. In particular, its composition
has changed due to increased anthropogenic emissions of greenhouse gases, aerosol, and ozone-depleting
substances [Solomon, 1999; Baldwin et al., 2007]. The temperature changes, resulting from this change in
composition, alter the stratospheric dynamics [Gillett et al., 2002; Gillett and Thompson, 2003; Thompson et
al., 2011] and might influence the response of the circulation to volcanic eruption, though the magnitude of
the temperature changes is still under discussion [Thompson et al., 2012].

Moreover, the dynamic response of the atmosphere to a strong volcanic eruption also depends on the direct
effects of the eruption products on the stratospheric chemistry. In modern times, i.e., in the presence of
ozone-depleting halogens, sulfate aerosols act as a component to facilitate heterogeneous reactions, which
deactivate nitrogen oxides (NOx), but in turn activate halogens, leading to a significant reduction of the
ozone concentrations [Solomon, 1999; Rozanov et al., 2002]. In preindustrial times with low halogen loading
in the stratosphere, the ozone mixing ratios increase after powerful volcanic eruptions, due to heteroge-
neous deactivation reactions of NOx on the sulfate aerosol surfaces, slowing down the NOx-driven ozone
destruction cycles [Tie and Brasseur, 1995; Solomon et al., 1996].

For the Pinatubo eruption Stenchikov et al. [2002] simulated the impact of the ozone depletion on the tem-
peratures and the dynamics using the SKYHI model forced by observed ozone anomalies. They estimated
the cooling to be in the order of 1 K in the tropics and more than 6 K in the northern polar stratosphere.
The high-latitude cooling increases the meridional temperature gradient and produces a positive phase of
the AO.

The ability of general circulation models (GCMs) to simulate the dynamically induced winter warming in
the Northern Hemisphere was evaluated in several studies [Stenchikov et al., 2006; Miller et al., 2006; Driscoll
et al., 2012]. For the Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC AR4)
models, Stenchikov et al. [2006] revealed that some of the models tend to simulate positive AO phases, but
the amplitude was in general too weak compared to observations. Furthermore, models may underesti-
mate the stratospheric-troposphere coupling [Miller et al., 2006]. For the Coupled Model Intercomparison
Project Phase 5 (CMIP5) [Taylor et al., 2012], Driscoll et al. [2012] repeated the evaluation of Stenchikov et al.
[2006]. Despite improvements in spatial resolution and representation of the aerosol forcing, none of the 13
evaluated CMIP5 models was able to simulate a sufficiently strong dynamic response.

None of these evaluated CMIP3 and CMIP5 models included an interactive ozone chemistry module. To
consider the radiative forcing of ozone in the radiation scheme ozone values are either prescribed in a con-
stant or in a time-dependent way. Half of the IPCC AR4 models were forced by constant ozone climatologies
[Miller et al., 2006; Son et al., 2010]. Depending on the climatology used the state of the stratosphere could
differ and may influence the response to tropical eruptions.

The aim of this study is to analyze the role of different ozone climatologies in the dynamic response to trop-
ical volcanic eruptions using a coupled atmosphere-ocean model simulation without interactive chemistry.
In section 2 the setup of the simulations and the ozone climatologies are described; section 3 presents the
results. In section 4 the results and the climatologies are discussed and compared to proxy data and other
ozone data sets.

2. Model and Experiment Design

Our basic approach is to examine the dynamic response to tropical volcanic eruptions using two different
background ozone climatologies applied to the coupled atmosphere-ocean model SOCOL3-MPIOM (Max
Planck Institute ocean model).

SOCOL3 (SOlar Climate Ozone Links, Stenke et al. [2013]) consists of the atmosphere model MA-ECHAM (mid-
dle atmosphere configuration) version 5.4.01 [Roeckner et al., 2003] coupled to a modified version of the
chemistry module MEZON (ModEl for investigation of the oZONe trends). In this study the interactive chem-
istry module is disabled as we focus on the role of background ozone level on the dynamic atmospheric
response to large tropical eruptions. Still, SOCOL3 without interactive chemistry differs from the original
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Figure 1. Mean winter season (December-January-February (DJF)) ozone mixing ratios in ppmv at 10, 20, and 50 hPa pressure altitudes
of the two ozone climatologies used in this study. Dashed curve: climatology with weaker meridional gradient (Oweak

3 ) from Fortuin and

Kelder [1998]. Shading: one standard deviation. Solid curve: climatology with stronger meridional gradient (O
strong
3 ) extracted from a

800 year long preindustrial control simulation with the interactive chemistry-climate model SOCOL3-MPIOM.

MA-ECHAM in several aspects (e.g., spectral solar irradiance forcing). For the experiments, a model resolu-
tion of T31 in the atmosphere (approximately 3.75◦ × 3.75◦) and 39 vertical levels up to 0.01 hPa (80 km)
is used.

The ocean model MPIOM (Max Planck Institute ocean model [Marsland, 2003; Jungclaus et al., 2006]) is used
in a nominal resolution of 3◦, but with the North Pole shifted toward Greenland, to reach higher resolution in
the North Atlantic and in the deepwater formation regions. Both components are coupled using the OASIS3
coupler [Budich et al., 2010; Valcke, 2013].

Ozone Climatologies. Different states of the stratosphere are represented by two ozone climatologies, which
are characterized by different meridional ozone gradients in the middle stratosphere. The first climatology is
from Fortuin and Kelder [1998] and is based on observational data for the period 1980–1991. It is distributed
with the ECHAM5 package and therefore used widely in ECHAM5 simulations [e.g., Jungclaus et al., 2010].
The second climatology was extracted from a 800 year long preindustrial control simulation for 1600 A.D.
conditions with the interactive chemistry-climate model SOCOL3-MPIOM by averaging over the last 400
simulation years assuming a nearly steady state. Both climatologies are zonally averaged and interpolated to
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Figure 2. (a) Colored: Zonal mean seasonal mean (DJF) differences in the ozone volume mixing ratios (ppmv) between the two cli-
matologies (O

strong
3 − Oweak

3 ). Solid contours: volcanic aerosol forcing in terms of cumulative extinctions (from 0 to 1.5 km−1) in the
visible band of the model (440–690 nm) during the first year after the eruption. Dashed contours: mean DJF ozone volume mixing
ratios (from 0 to 14 ppmv) in O

strong
3 . (b) Resulting zonal average DJF temperature differences in K between the two control ensem-

bles (CTRL.Ostrong
3 − CTRL.Oweak

3 ). Stippling: significant differences (Student’s t test p < 0.05). Thick blue curve: DJF mean approximate
tropopause height.

the same pressure levels. In Figure 1 the climatologies are compared for different levels in the stratosphere,
and in Figure 2 a in terms of zonal mean anomalies. A general feature of ozone distributions (Figure 1) is
that the meridional gradient is positive at low altitudes (i.e., more ozone toward the poles), but negative at
high altitudes (i.e., more ozone toward the equator). This is caused by the enhanced ozone production in
the tropical upper stratosphere relative to the midlatitude and higher latitude. The climatology of Fortuin
and Kelder [1998] shows lower values below 30 hPa. Differences reach 20 % in the lower stratosphere, which
is partly due to the fact that the Fortuin and Kelder [1998] climatology reflects the impact of industrial
ozone-depleting species. Conversely, at altitudes above the 30 hPa level this climatology shows up to 10 %
higher values of ozone, possibly due to the lower solar UV irradiance for the year 1600 climatology. For com-
parison the standard deviation of the Fortuin and Kelder [1998] climatology is shown as shading in Figure 1.
At the three selected levels the difference between the two data sets are for most latitudes in the order of
two standard deviations. For the dynamics in the stratosphere the meridional distribution of ozone is more
important than its absolute value due to the thermal wind relationship. For the meridional gradient the
largest differences between the two climatologies are found at the levels with the highest absolute mixing
ratios, i.e., 1.3 ppmv between tropics and northern high latitudes around 10 hPa (Figure 1). Here the gradient
is considerably weaker in the Fortuin and Kelder [1998] climatology. We therefore distinguish the two clima-
tologies in terms of their meridional ozone gradient in the middle stratosphere and refer to them as Oweak

3

(climatology of Fortuin and Kelder [1998]) and Ostrong
3 (model climatology).

Ensemble simulations. Two control ensemble experiments are performed forced by Ostrong
3 and Oweak

3
, respec-

tively. These two experiments CTRL.Ostrong
3 and CTRL.Oweak

3
are used as reference. Except for the different

ozone climatologies both control ensembles are driven with identical greenhouse gas and solar forcing,
representing 1600 A.D. conditions.

Additionally, two sets of ensemble simulations are performed, with a tropical volcanic eruptions applied
in the third year after the start of the simulations. Again, we use the strong gradient ozone climatology
(VOLC.Ostrong

3 ) and the weak gradient climatology (VOLC.Oweak
3

). The simulation length of each ensemble
member is 18 years. The ensemble names and configurations are summarized in Table 1.

For each set, 15 ensemble members are carried out using different initial conditions from a long-term con-
trol simulation. The restart files for the ocean, atmosphere, and the coupler were selected in 10 year steps,

MUTHERS ET AL. ©2014. American Geophysical Union. All Rights Reserved. 4

95



Journal of Geophysical Research: Atmospheres 10.1002/2013JD020138

Table 1. Overview of the Ensemble Simulationsa

Label O3 Climatology Volcanic Eruption

CTRL.Ostrong
3 Ostrong

3 No

VOLC.Ostrong
3 Ostrong

3 Yes

CTRL.Oweak
3 Oweak

3 No

VOLC.Oweak
3 Oweak

3 Yes

aLabel: name used in this manuscript, O3 clima-
tology: ozone forcing, and indicator whether the
members are perturbed by a volcanic eruption.
Ensemble size is 15 for all ensembles, and each
member ran for 18 years.

covering the period of year 500 to 640 in the
long-term control. The large ensemble size increases
the signal-to-noise ratio for the winter warming pat-
tern [Shindell et al., 2004] and allows to average out
influences of El Niño–Southern Oscillation on the
dynamic response to the eruption [Shindell et al.,
2004; Zhang et al., 2012].

In the following the results from the perturbed
ensemble sets are presented as anomalies to the
unperturbed mean of the corresponding control
ensemble. The mean of each control ensemble was
calculated by averaging over all available simulation

years, i.e., 15 experiments × 18 years. As statistical test for the comparison we use an unpaired, two-sided
Student’s t test [von Storch and Zwiers, 2000]. The degree of freedom defined in the test is 28 when com-
paring two perturbed ensembles (15 + 15 − 2) and 283 when comparing a perturbed ensemble and its
corresponding control (15× 18+ 15− 2). The high number of degrees of freedom is possible due to the very
low autocorrelation in the year-to-year DJF values.

Volcanic Forcing. The eruption used in the perturbed ensemble sets is the Tambora eruption that took place
in April 1815 in Indonesia and led to the “year without a summer” [Stothers, 1984; Auchmann et al., 2012].
The volcanic aerosol loading data set was prepared offline using the Atmospheric and Environmental
Research Inc. model AER [Arfeuille et al., 2013a]. As the transport of the aerosols in the stratosphere is
directed mainly toward the winter hemisphere, the majority of aerosols is spread toward the Southern
Hemisphere (compare to Figure 6 in Arfeuille et al. [2013a]). The cumulative extinction in the visible band
(440–690 nm) for the first year of the eruption is shown as solid contours in Figure 2a. Figure 3 (left) displays
the monthly mean aerosol optical depth in the visible band.

For the lower boundary over land, the land surface data of the ECHAM5 package is used [Hagemann,
2002]. In the highest levels of the equatorial stratosphere, the zonal winds are forced by data sets of the
quasi-biennial oscillation (QBO). Here a backward extended version of the reconstruction of Brönnimann
et al. [2007] was used for nudging the model. The QBO was in a westerly phase at the beginning of the erup-
tion and shifted to an easterly phase in the following winter season. The QBO forcing is the same in the
control and in the perturbed simulations, meaning that the QBO phase in the third year of each simulations
is identical. However, climatological values for the control ensemble simulations are calculated using all
available simulation years. In this case the influence of the QBO is averaged out.

Finally, we note that neither the ozone concentrations nor the volcanic aerosols are transported or else
affected by the model but are prescribed according to the climatological or aerosol record data.

Figure 3. (left) Changes in the monthly mean optical depth at 550 nm caused by the volcanic eruption. (middle) Globally averaged monthly mean top-of-the-atmosphere (TOA)
radiation balance anomalies relative to the average annual cycle in the corresponding control ensemble. (right) Monthly mean global mean temperature anomalies. Shading: ensemble
standard deviation. Vertical dashed line: start of the eruption.
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3. Results From the Sensitivity Experiments
3.1. Global Scale
We focus first on the global scale, where a surface cooling that follows the eruption is found in both per-
turbed ensemble simulations (VOLC.Ostrong

3 and VOLC.Oweak
3

, compare Figure 3). The cooling is largest 1 year
after the eruption with a reduction of the global average annual mean temperature of −0.75 K in VOLC.Ostrong

3

and −0.63 K in VOLC.Oweak
3

, respectively. The differences between the ensemble mean VOLC.Ostrong
3 anomalies

and the ensemble mean VOLC.Oweak
3

anomalies are significant with p = 0.037 (Student’s t test). The cooling is
larger in the Southern Hemisphere due to the larger amount of aerosols in the southern stratosphere. Glob-
ally, the cooling is statistically significant for 6 years in VOLC.Ostrong

3 and for 7 years in VOLC.Oweak
3

(p < 0.05,
Student’s t test). In terms of the top-of-the-atmosphere radiative forcing (Figure 3, middle) VOLC.Oweak

3
expe-

riences a maximum reduction of −6.0 W∕m2, whereas the reduction is slightly but insignificantly larger in
VOLC.Ostrong

3 (−6.3 W∕m2).

3.2. Regional Scale
The response for the northern hemispheric winter warming is shown in Figure 4 for the 2 m temperature,
for the 500 hPa geopotential height, and for precipitation. In both ensemble experiments a temperature
dipole with warming over northern and eastern Europe and cooling over southern Europe and the Middle
East is identified. However, the warming of near-surface air over Scandinavia (2.7 K versus 1.0 K, area average
between 10◦E–30◦E and 55◦N–70◦N, gray box in Figure 4) is considerably stronger and its significance higher
in VOLC.Ostrong

3 than in VOLC.Oweak
3

. Further temperature anomalies in VOLC.Ostrong
3 are a warming over eastern

North-America and a cold anomaly over western Greenland and in the Labrador Sea. In VOLC.Oweak
3

these
cold anomalies are much weaker or missing.

The anomalies for both perturbed ensemble experiments are expressed relative to their corresponding
control ensemble and the differences found between the two anomalies are therefore not related to differ-
ences between the control ensembles. The differences between the two control ensembles are shown in
Figure S1a in the supporting information for the 2 m temperatures in winter (DJF, supporting information).
In the two perturbed ensemble experiments the warming in northern Europe is related to an anomalously
high 500 hPa geopotential height in the Atlantic basin located between 35◦N and 55◦N and low geopo-
tential height west of Iceland, similar to a positive phase of the NAO. This pattern intensifies advection of
warm Atlantic air masses toward Scandinavia. Similar to the temperature, the 500 hPa geopotential anoma-
lies are largely significant over the Atlantic basin in VOLC.Ostrong

3 , but almost insignificant in VOLC.Oweak
3

. The
pattern of the sea level pressure anomalies are very similar illustrating the barotropic structure (Figure S2
in the supporting information). The differences in the sea level pressure between the two control ensemble
experiment is shown in Figure S1b for the boreal winter season (DJF, supporting information). Clearly, the
positive NAO-type pattern also shifts the storm track at the eastern boundary of the Atlantic basin toward
the north and results in higher precipitation in northern Europe and less precipitation in southern Europe
[Hurrell, 1995; Raible et al., 2004; Fischer et al., 2007; Pinto and Raible, 2012]. The precipitation anomalies are
again highly significant in VOLC.Ostrong

3 , whereas they are insignificant in the VOLC.Oweak
3

simulations.

3.3. Zonal Wind Changes
A possible explanation for this difference in the tropospheric dynamic lies in the behavior of the polar vor-
tex and the stratosphere-troposphere coupling identified in the two ensemble experiments. An index for
the strength of the polar vortex and the downward propagation of anomalies is the zonal mean zonal wind
at 60◦N [Christiansen, 2001, 2005] in the following named ū60. Figure 5a displays the time series of ū60 at
10 hPa following the eruption. For comparison the mean annual cycle in the two control ensembles is shown
as dashed lines. In the perturbed ensemble experiments an intensification of the wind speed starts a few
months after the eruption. This intensification increases in winter and reaches its maximum in mid-February
for VOLC.Oweak

3
and by the end of February for VOLC.Ostrong

3 . Additionally, the vortex is significantly weak-
ened in the VOLC.Oweak

3
experiment by the end of December, whereas the vortex in VOLC.Ostrong

3 remains
very strong throughout the winter. Moreover, the polar vortex is significantly stronger in VOLC.Ostrong

3 from
February on (p ≤ 0.05, Student’s t test) than in the VOLC.Oweak

3
experiment. The increase of the vortex speed

relative to the respective control ensemble are comparable. This indicates that the additional intensification
caused by the volcanic eruption is comparable for both ozone climatologies.

We also find a clear difference in the vortex intensities between the control ensembles (dashed lines in
Figure 5a). In January, when the vortex index reaches its maximum, zonal winds are about 5 m/s (∼ 15 %)
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Figure 4. Ensemble mean anomalies for (top) the 2 m temperature, (middle) 500 hPa geopotential height, and (bottom) precipitation in
the winter (DJF) following the eruption for the strong ozone gradient climatology (VOLC.O

strong
3 , left) and the weak gradient climatology

(VOLC.Oweak
3 , right). Anomalies are expressed in terms of anomalies to the DJF mean in the corresponding control (CTRL.O

strong
3 and

CTRL.Oweak
3 ). Significant differences (p ≤ 0.05, Student’s t test) are indicated by stippling. Gray boxes in the temperature plots indicate

the Scandinavian region used to calculate temperature anomalies.
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Figure 5. (a) Time series of the daily zonal mean zonal wind at 60◦N (ū60) and 10 hPa in m/s for VOLC.O
strong
3 (solid black) and

VOLC.Oweak
3 (solid orange). (b) Daily zonal mean stratospheric temperature difference in K at 40 hPa between the tropics and the

northern high latitudes (i.e., 20◦S–20◦N mean minus 70◦N–90◦N mean). Solid lines: ensemble mean. Shaded areas: ensemble standard
deviation. Dashed lines: mean annual cycle in the control ensembles (black: CTRL.O

strong
3 , orange: CTRL.Oweak

3 ). Vertical dashed line: start
of the eruption. Dots at the bottom: significant differences between the two perturbed ensembles (Student’s t test with p ≤ 0.05). All
time series are smoothed by a 11 day low-pass filter.

stronger in the simulation with larger ozone gradients in the middle stratosphere (VOLC.Ostrong
3 ). Besides

some weeks in April, the two control ensembles differ significantly (p ≤ 0.05, Student’s t test) during the
entire year (not shown). In the winter season both control ensemble experiments lie within the uncertainty
range (one standard deviation) of the daily average ū60 derived from ERA Interim (average 1979–2013, see
supporting information Figure S3) [Dee et al., 2011].

The different vortex intensities are explained by the differences in the ozone climatologies. In the Ostrong
3

climatology higher ozone concentrations are found in the lower and middle stratosphere, with larger
anomalies in the tropical stratosphere than in the polar region (Figure 2a). Higher ozone values in the trop-
ics lead to a more efficient UV absorption and thus to higher temperatures in the tropical lower stratosphere
in the strong ozone gradient case. Since the temperature anomalies at the poles are smaller due to less
insolation, the net effect is an increase of the temperature gradient between tropics and the northern high
latitudes in the lower and middle stratosphere (Figure 2b). In both ensembles the intensity of the polar vor-
tex is closely related to this temperature difference. In the stratosphere the correlation between ū60 and the
meridional temperature difference between the tropics and high latitudes exceeds 0.95 at all levels between
10 hPa and 100 hPa. Consequently, the stratospheric temperature differences between the two control
ensemble experiments are the driver for the differences in the vortex intensities [Andrews et al., 1987].

In the perturbed ensemble experiment the stratospheric temperatures are also affected by the volcanic
aerosol, whose highest concentrations are in the regions where the two ozone climatologies differ the
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most (solid contours in Figure 2a). In these layers the volcanic aerosols are responsible for an increase of
the absorption of near-infrared and infrared radiation, which leads to anomalous high temperatures, and
alter the lower stratospheric temperature gradient between the tropics and the poles. For all ensembles, the
temporal development of the temperature difference at 40 hPa is shown in Figure 5b. The 40 hPa level is
selected, since the highest correlation coefficients (r > 0.98) between the temperature difference and the
vortex index in the control ensembles are found at this altitude. However, the results at stratospheric lev-
els above and below are comparable to the results at 40 hPa. The dashed lines in Figure 5b represent the
mean annual cycle of the temperature gradients in the two control ensembles. The differences between the
two cycles resemble the differences between the ozone climatologies. Relative to the control ensembles
the temperature differences in VOLC.Ostrong

3 and VOLC.Oweak
3

starts to increase immediately after the erup-
tion and reaches its maximum in winter. In summer, intensifications are very similar (although with slightly
higher wind speeds in VOLC.Oweak

3
). From November to April, higher temperature differences are found in the

ensemble with larger meridional ozone gradients (VOLC.Ostrong
3 ). The meridional temperature profile for the

perturbed and unperturbed DJF temperatures at 40 hPa is shown in Figure S4.

3.4. Stratosphere-Troposphere Coupling
In order to influence climate at the surface, stratospheric zonal wind anomalies have to propagate vertically
through the tropopause. To illustrate the dynamic coupling between the stratosphere and the troposphere
we show Hovmöller diagrams of both perturbed ensemble ū60 means relative to the corresponding control
(Figure 6). The pattern is similar in both ensemble experiments. An intensification of the zonal mean zonal
wind starts in the upper stratosphere about 2 months after the beginning of the eruption. In the following
months the signal propagates downward into the lower stratosphere. However, the magnitude of anoma-
lies in the lower stratosphere and the troposphere differs between the ensemble experiments showing
higher anomalies in later winter in VOLC.Ostrong

3 . During the winter season, several pulses of downward prop-
agating positive signals from the stratosphere to the troposphere are visible in the VOLC.Ostrong

3 ensemble
average, whereas much fewer events are found in VOLC.Oweak

3
. In the next step we show that these events,

visible in the ensemble mean, are related to a larger number of stratosphere-troposphere couplings in the
VOLC.Ostrong

3 ensemble.

3.5. Robustness Tests
The ensemble mean ū60 gives only hint on the coupling between the stratosphere and the troposphere, as
information on the single events is partly lost by the averaging procedure. Furthermore, it could happen that
a single ensemble member dominates the anomaly pattern shown in Figure 4 or 6. Therefore, we analyze
the temperature anomalies and the stratosphere-troposphere couplings in detail.

For the Scandinavian surface temperature anomalies clear differences are found between the two ensem-
ble experiments. The histogram for the posteruption DJF temperature anomalies averaged over northern
Europe (10◦E–30◦E and 55◦N–70◦N, gray box in Figure 4) reveals that the majority of ensemble members
in VOLC.Ostrong

3 are warmer than the average anomaly in VOLC.Oweak
3

(Figure 7a). Therefore, the temperature
anomalies shown in Figure 4 are not just dominated by one or two extreme members.

The same applies to the number of stratosphere-troposphere couplings. As a measure for the charac-
terization of days with coupling events or anomalously high zonal winds in the troposphere and lower
stratosphere, ū60 is averaged over the levels 1000 to 100 hPa. This measure does not directly consider the
conditions at higher atmospheric levels. However, a composite over events with the index value exceed-
ing a certain threshold (e.g., one standard deviation 𝜎) reveals that anomalously high wind speeds in the
lower levels are preceded by anomalously high wind conditions at higher levels in the stratosphere by up
to 30 days (Figure 7b). This behavior is found in both control simulations, and also when higher thresh-
olds are used. Applied to the posteruption winter of the perturbed simulations 123 days with anomalous
high winds in the troposphere are found in the members of VOLC.Ostrong

3 , whereas only 57 days show
stratosphere-troposphere couplings in the VOLC.Oweak

3
simulations (using a threshold of 2 ⋅ 𝜎CTRL.Ostrong

3
). This

result is again independent of the threshold applied as the comparison for threshold between 0.5 and 3.0
𝜎 shows (Figure 7c). Finally, using a jackknife resampling test [von Storch and Zwiers, 2000] we test whether
these results are dominated by a single extreme member. The number of days with a wind speed index
≥ 2 ⋅ 𝜎CTRL.Ostrong

3
were calculated for all possible combinations, where one member was excluded from the

statistics. The histogram of the results (Figure 7d) show that in any case, the two perturbed ensembles differ
notably and reveal the robustness of the results.
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Figure 6. Ensemble mean daily zonal mean zonal wind anomalies in m/s at 60◦N (ū60) as a function of height and time, for (a)
VOLC.O

strong
3 and (b) VOLC.Oweak

3 . The start of the eruption is indicated by the vertical dashed line. Anomalies are expressed relative to
the corresponding ensemble mean. The thick blue line denotes the approximate tropopause height.

3.6. Nonlinearity
Finally, we address whether the impact of the two perturbations, the ozone climatology and the volcanic
eruption, can be linearly superimposed. Again we use the mean tropospheric wind index defined above,
but instead of anomalies with respect to the corresponding control ensemble sets, we consider the abso-
lute values of the ensemble simulations. The effect of the ozone climatology is assessed using the control
ensembles. The stronger gradient climatology leads to an intensification of the winter zonal winds of around
0.55 m/s in the mean value as well as in the higher percentiles. The effect of the eruption on the zonal wind
extracted from the difference between CTRL.Oweak

3
and VOLC.Oweak

3
is 1.6 m/s for the mean and 5.2 m/s for
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Figure 7. (a) Histogram for the post eruption northern Europe DJF temperature anomaly in the ensemble member. The temperature
anomaly was averaged over the region 10◦E–30◦E and 55◦N–70◦N (binwidth of the histogram: 0.5 K). (b) Composite of the time-height
development of anomalies in the zonal mean zonal wind at 60◦N (ū60) in m/s for events with anomalously high mean tropospheric
wind speed. An event is defined as a day (for multiday events the central day was chosen), where the mean ū60 between 1000 and
100 hPa exceeds one standard deviation (𝜎 = 2.85 m/s). The composite shows the temporal development for the 30 days before and
after the exceeding of the threshold for CTRL.O

strong
3 (based on 460 events). (c) Number of days in the posteruption winter season where

the mean ū60 between 1000 and 100 hPa exceeds a given threshold (expressed as standard deviation in CTRL.O
strong
3 , reaching from 0.5

to 3), for VOLC.Ostrong
3 and VOLC.Oweak

3 , respectively. (d) Histogram (binwidth: 2 days) of the number of days with ū60 between 1000 and
100 hPa > 2 ⋅ 𝜎 using a leave-one-out jackknife test for both perturbed ensembles.

the 95th percentile. Assuming a linear superposition of both effects, the combined effect should result in
an intensification of around 2.15 m/s for the mean value and 5.75 m/s for the 95th percentile. However,
between CTRL.Oweak

3
and VOLC.Ostrong

3 differences of 2.6 m/s for the mean value and 6.4 m/s for the 95th per-
centile are found, which indicates some nonlinear, amplifying coupling between the ozone differences and
the volcanic signal.

4. Comparison With Data
When comparing the European winter warming pattern from both ensembles to the climate signals in
reconstructions, the VOLC.Ostrong

3 ensemble is in better agreement. Fischer et al. [2007] reconstructed the
average winter temperature, pressure, and precipitation response after 15 major volcanic eruptions based
on multiproxy reconstructions for Europe. They found a clear and significant positive phase of the NAO with
the corresponding temperature and precipitation pattern [Fischer et al., 2007, Figure 2]. Also the absolute
values of the anomalies compare very well. However, given that the Tambora eruption simulated here is the
strongest eruption of the last several hundred years and the Fischer et al. [2007] composite represents the
average over 15 large volcanic eruptions a direct comparison of the absolute anomalies is difficult. Yet the
high significance of the anomalies gives us confidence that the model response is robust compared to what
we expect from the reconstructions.

MUTHERS ET AL. ©2014. American Geophysical Union. All Rights Reserved. 11

3. NH winter warming pattern: Sensitivity to the ozone climatology

102



Journal of Geophysical Research: Atmospheres 10.1002/2013JD020138

It should be noted that the setup used in this study does not simulate the interactive response of the chem-
istry to the tropical eruption. With interactive ozone chemistry the response may be different due to positive
or negative feedbacks. In the preindustrial case, without ozone-depleting substances (ODS) ozone values
are expected to increase in the extratropical lower stratosphere, due to the deactivation of NOx via hetero-
geneous reactions on the surface of the volcanic aerosols [Tie and Brasseur, 1995; Solomon et al., 1996; Anet
et al., 2013]. This effect may reduce the meridional ozone gradient and weaken the dynamic response.

With ODS in the stratosphere, ozone values are reduced in the extratropical lower stratosphere by the acti-
vation of chlorine and the resulting ozone destruction [Tie and Brasseur, 1995; Kinne et al., 1992; Rozanov et
al., 2002]. In this case the eruption might increase the meridional ozone gradient and amplify the dynamic
effects. Furthermore, the cooling of the polar stratosphere that accompanies the vortex intensification can
increase the number of polar stratospheric clouds, further reduce ozone, and create a positive feedback.

The ozone climatologies used in this sensitivity study originate from two different sources. The weak gra-
dient climatology is based on observational data for the late 20th century. The second climatology with
stronger meridional gradients was extracted from a preindustrial control simulation with interactive chem-
istry. Although each climatology represents a distinct state of the stratosphere (preindustrial without ozone
depletion versus present day with ozone depletion), a direct interpretation of the results in terms of a shift
from preindustrial to present day is not possible due to the different data sources and biases (see Stenke et
al. [2013] for an evaluation of the chemistry climate model).

Nevertheless, the two climatologies are compared to existing transient data sets to estimate how the forc-
ings used in this sensitivity study compare to ozone changes in the past and to the uncertainties between
different ozone reconstructions. The knowledge of the preindustrial (1600 A.D. in this study) ozone val-
ues is of course limited and based only on model results. However, since the emission of ozone-depleting
substances is a phenomena of the late 20th century, we safely assume that ozone values of the early 20th
century are comparable to preindustrial values [Brönnimann et al., 2003].

In the last years, a few data sets of transient ozone concentrations were developed. For the CMIP5 simula-
tions, Cionni et al. [2011] created ozone forcing from 1850 onward based on model results and observations
Stratosphere-troposphere Processes And their Role in Climate (SPARC). Due to the approach they used, the
variability in the early decades of the record is rather low. Therefore, we also compare to a newer ozone
reconstruction of Brönnimann et al. [2013] that starts in 1900 and show realistic interannual variability
(HISTOZ 1.0). The latter reconstruction is based on SOCOL (version 2) simulations [Fischer et al., 2008], aug-
mented by historical total ozone observations from the 1920s to 1970s. From 1979 it is supplemented with
an observation-based ozone data set [Hassler et al., 2008].

Two periods were selected for the comparison. An early period from 1900 to 1919 represents the undis-
turbed situation, i.e., without the attendance of ODS in the atmosphere, and a later period ranging from
1970 to 1989 (roughly the period of Fortuin and Kelder [1998]) that includes the effect of ozone deple-
tion. All values are averaged over the winter season (DJF). With ODS the climatology of Fortuin and Kelder
[1998] compares very well with the SPARC record, which is expected since this climatology is one of the
data sources used to compile the SPARC climatology. Substantial differences between HISTOZ (which for
the majority of the period consists of the [Hassler et al., 2008] observation data set) and SPARC are found for
the meridional gradient, with HISTOZ showing stronger gradients at 10 and 20 hPa and weaker gradients at
50 hPa (Figure 8, left). Without ODS the deviations between the different data sets become larger. Again HIS-
TOZ (which in this period is based on SOCOL simulations only, see Fischer et al. [2008]) is characterized by
larger meridional ozone differences at 10 and 20 hPa and weaker differences at 50 hPa (Figure 8, middle).

The important comparison is the change in the ozone profile caused by ODS (Figure 8, right). Here we find
substantial differences to SPARC and HISTOZ, which confirms our statement that the results should not be
interpreted as a shift from preindustrial to present day. At 10 and 20 hPa we find a clear ozone reduction in
the tropics in our climatology whereas the two transient records show either a weak reduction (HISTOZ) or
slight increase (SPARC) in the tropics and a clear decrease of the ozone values in the northern high latitudes.
The effect of ozone depletion on the meridional ozone gradient is therefore much stronger (compared to
HISTOZ) or even the opposite (SPARC). At 50 hPa a general ozone reduction with the attendance of ODS is
found on nearly all latitudes in all data sets. However, the reductions are between 2 and 4 times higher in
the climatologies used in this study.

MUTHERS ET AL. ©2014. American Geophysical Union. All Rights Reserved. 12

103



Journal of Geophysical Research: Atmospheres 10.1002/2013JD020138

Figure 8. Comparison between the DJF ozone volume mixing ratios (ppmv) in the climatologies used in this study to the HISTOZ
1.0 [Brönnimann et al., 2013] and the SPARC data set [Cionni et al., 2011]. (left) Mean ozone profile for periods without ODS (average
1900–1919). (middle) Profile for periods with the attendance of ODS (average 1970–1989). (right) Change in the ozone mixing ratios
between the two periods. Meridional profiles are shown for the 10, 20, and 50 hPa altitudes. Shading indicates one standard deviation
in the corresponding record. Please note the different axis scaling.

5. Discussion and Conclusions

In ensemble sensitivity simulations forced with two different ozone climatologies, we found a strong differ-
ence in the coupling of positive wind speed anomalies after large volcanic eruptions from the stratosphere
to the troposphere. These differences are related to the different background states of the stratosphere
linked to the two ozone climatologies. The two ozone climatologies mainly differ in the meridional ozone
gradients between high and low latitudes. With a larger ozone gradient the northern winter polar vortex is
around 15% stronger, and the volcanic eruption causes an additional intensification of the vortex. Although
the volcanic intensification is roughly of similar strength in the weak gradient ensemble (VOLC.Oweak

3
), the

combined net effect is larger in VOLC.Ostrong
3 and results in a higher number of stratosphere-troposphere

coupling events which lead to higher and more extended temperature anomalies in northern Europe.

This analysis is subjected to a number of caveats and limitations which we discuss in the following:

1. The volcanic forcing by Arfeuille et al. [2013a] that is used in this study to implement the impact of the
Tambora eruptions disagrees in some aspects with earlier volcanic forcing reconstructions. In particular
the high asymmetry, with the majority of aerosols spread into the Southern Hemisphere, is discussed.
An explanation for this asymmetry is already given by the authors. Tambora erupted in April 1815, corre-
sponding to the fall season of the Southern Hemisphere. In the following weeks and months the aerosol
accumulated in the tropical stratosphere and was slowly transported toward higher latitudes. In the
stratosphere the transport is mainly directed toward the winter hemisphere [Holton et al., 1995], which
explains the larger accumulation of aerosols in the Southern Hemisphere. This is also in agreement with
transport assumptions made by [Ammann et al., 2003] for their volcanic forcing. A similar, although
less pronounced asymmetry, can be found in the forcing of Crowley et al. [2008]. Moreover, as shown in
Arfeuille et al. [2013b], the methodology used succeeds in reproducing the very asymmetric aerosol cloud
of the Agung 1963 eruption, which has a similar timing and location compared to the Tambora 1815 erup-
tion (i.e., March, 8◦S) and a similar asymmetric hemispheric partitioning [Stothers, 2001]. Another caveat
related to the volcanic forcing is that the forcing was calculated offline and therefore does not react to the
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different dynamics related to the different ozone climatologies. However, this approach is chosen in most
of the GCMs today.

2. The simulated heating in the tropical stratosphere forced by the volcanic aerosols is probably overesti-
mated, a feature that is common to many GCMs [Lanzante and Free, 2008; Driscoll et al., 2012]. A part of the
overestimation may be related to the fact that the chosen setup does not simulate the ozone chemistry
interactively and therefore the cooling effect caused by tropical ozone depletion is not included [Kirchner
et al., 1999; Stenchikov et al., 2002].

3. This study does not consider the effect of different QBO phases on the results, instead all ensembles
are nudged toward the same, easterly QBO phase in the winter after the eruption. Since the northern
high-latitude geopotential height in the stratosphere is known to be in general higher during easterly
phases of the QBO [Holton and Tan, 1980, 1982], the vortex intensification may be even stronger when
the QBO is in a westerly phase [Stenchikov et al., 2004; Thomas et al., 2009a]. In which way, this affects the
anomalies at the surface needs to be assessed in future work.

In the IPCC AR4, several models used a constant ozone climatology [Miller et al., 2006; Son et al., 2010] and
it was found that the winter warming pattern is in general too weak compared with observations [Miller et
al., 2006; Stenchikov et al., 2006]. Beginning with CMIP5 a prescribed time-depended ozone forcing, which
considers changes in the atmospheric ozone composition is recommended, but the models still fail in
reproducing an appropriate winter warming response [Driscoll et al., 2012].

A part this failure may be related to the fact that the effect of ozone depletion, as observed after Pinatubo,
are still not considered in the forcing [Cionni et al., 2011]. The polar ozone depletion might strengthen the
positive AO phase [Stenchikov et al., 2002]. However, even with prescribed ozone anomalies models still fail
in producing a significant winter warming pattern, even in larger ensembles [Thomas et al., 2009b]. Further-
more, winter warming pattern have also been found for eruptions that were not influenced by the effect of
ozone-depleting substances, i.e., eruption before 1970.

The results presented here show that the state of the stratosphere, especially the polar vortex, is an impor-
tant prerequisite for a decent simulation of the dynamic response to eruptions and that the meridional
ozone gradient strongly influences the state of the polar vortex.

The differences between existing ozone records for the past and the uncertainties in chemistry-climate
model-based ozone projections for the future [Eyring et al., 2007; Karpechko and Gillett, 2010] are large.
We show that the decision for a particular ozone data set might significantly influence the dynamic
response to tropical volcanic eruptions in a nonlinear way. Analyzing the mechanisms involved in the
stratosphere-troposphere coupling was out of scope of this sensitivity study. However, understanding which
processes are dominant (compare Gerber et al. [2012]) is necessary for a thorough evaluation of the role of
ozone gradients. Furthermore, the evidence presented here needs to be evaluated in other GCMs without
interactive ozone chemistry and with other volcanic eruptions. Future work will also assess the question
how the findings change with interactive ozone chemistry.
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Supplementary material

a) b)

Figure S1.: Difference for the DJF 2m air temperature (a) and the sea level pressure (b) between
CTRL.Ostrong

3 and CTRL.Oweak
3 . Significant differences (p < 0.05, Students t-test)

are stippled between the two control ensembles.
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Figure S2.: Similar to Figure 4 but for the ensemble mean DJF sea level pressure (SLP) anomaly
relative to the corresponding control. Significant differences (p < 0.05, Students
t-test) are indicated by stippling.
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Figure S3.: Comparision of the daily climatological mean ERA Interim (average 1979-2013)
November to March u60 index (zonal mean wind at 60◦N and 10 hPa) to the two con-
trol ensembles CTRL.Ostrong

3 and CTRL.Oweak
3 . The shading indicates the standard

deviation of ERA Interim (Dee et al. 2011).
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Figure S4.: Zonal mean DJF temperature profile at 40 hPa for the control ensemble mean (dashed
lines) and the perturbed simulations (solid lines). The control ensemble mean is based
on all available simulations years, the values for the perturbed ensemble average
displays the zonal mean temperature in the first winter after the eruptions.
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Chapter 4.

Dynamical and chemical ozone
perturbations after large volcanic
eruptions: Role of the climate state and
the strength of the eruption

Stefan Muthers, Florian Arfeuille, and Christoph C. Raible

In review for the Journal of Geophysical Research.

Abstract: The response of stratospheric ozone to large tropical volcanic eruptions and
its influence on the dynamical perturbation is analyzed in ensemble simulations with
the coupled atmosphere-ocean-chemistry-climate model SOCOL-MPIOM. Following an
eruption, ozone concentrations are modified by dynamic processes (DYN), resulting from
the heating in the lower tropical stratosphere, and chemical reactions (HET) on the
aerosol surfaces. In idealized experiments, the relative importance of these processes is
assessed for different eruptions strengths and for present day and preindustrial climate
states, separately. The model’s ability in reproducing the climate response is evaluated
using the Mt Pinatubo eruption of 1991. DYN processes result in instantaneous ozone
changes in the tropics and mid latitudes and are almost independent of the climate state.
Furthermore, the dynamical changes in the high latitudes are dominated by DYN mech-
anisms. However, the model underestimates the coupling to the tropospheric circulation
in comparison to observations. With increasing eruption strength, the ozone anoma-
lies intensify and last longer. The temperature and in particular the dynamic response
however, does not scale linearly with the forcing. HET processes are almost completely
limited to present day climate conditions, revealing a slowly developing global ozone re-
duction, which persists for several years. In the polar stratosphere of both hemisphere
the depletion is further amplified. With increased eruption strength the amplitude and
the duration of the ozone depletion increases. HET ozone changes significantly weaken
the northern polar vortex during winter and strengthen it in spring, without significant
effects on the tropospheric circulation.
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4.1. Introduction

Tropical volcanic eruptions, which are strong enough to inject aerosols and gases into
the stratosphere, can perturb the physical and the chemical components of the climate
system for several years and longer (Robock, 2000; Cole-Dai, 2010; Timmreck, 2012).
Among the large number of eruption products, the sulfur dioxide (SO2) has probably the
strongest climate impact. In the stratosphere SO2 is converted into sulfuric acid (H2SO4

+ H2O) aerosols that (a) reflect in the visible part of the solar spectrum, (b) absorb
terrestrial and solar infrared radiation, and (c) provide surface for a large number of
chemical reactions that alter the chemical composition of the stratosphere (Forster et al.,
2007). The effect of the aerosols on the short wave radiation transfer is an increase of the
optical depth of the atmosphere and results in a cooling of the troposphere and at the
surface. The absorption of long wave radiation by the aerosols increases heating rates in
the aerosol cloud, which lead to pronounced warming in these regions. The perturbed
vertical and meridional temperature gradients affect the stratospheric circulation and by
interaction between the stratosphere and the troposphere even the climate at the surface.
A prominent example for this mechanism is the winter warming pattern in the Northern
Hemisphere (NH) that has been observed after several large tropical volcanic eruptions
(Robock and Mao, 1992; Stenchikov et al., 2002; Shindell et al., 2004; Fischer et al., 2007;
Christiansen, 2008; Zanchettin et al., 2012). Anomalous positive surface temperatures
over Eurasia are related to a positive phase of the Arctic Oscillation, which is forced
by the coupling of the stratospheric polar vortex and the tropospheric circulation (Graf
et al., 1993; Kodera, 1994).

The effect of the volcanic eruption on the stratospheric ozone chemistry can be further
separated into (a) the effect of the changing temperature on the reaction rates, (b) the
heterogeneous chemistry on the sulfuric acid aerosols, (c) the effect of the temperature
changes and the aerosols on the polar stratospheric clouds (PSC), (d) the changes induced
by the dynamical changes in the stratosphere, and (e) changes in the photolysis rates.
The temperature change and the reactions on the heterogeneous aerosol surfaces mainly
take place in the aerosol cloud. In particular, the heterogeneous conversion of nitrogen
oxides (N2O5) into nitric acid (HNO3) is of importance. This reaction effectively slows
down the NOx cycle of catalytic ozone destruction with the effect of increasing ozone
concentrations in the middle stratosphere, where the NOx cycle dominates the depletion
(Tie and Brasseur, 1995; Solomon et al., 1996). In the lower stratosphere, where the Clx
and HOx cycles are more important the net-effect is a reduction of the ozone abundance,
since the slow-down of the NOx cycle and heterogeneous reactions intensify the Clx and
HOx cycles (Tie and Brasseur, 1995; Solomon et al., 1996). In the polar regions, the
effect of the eruption on the PSCs is expected to intensify the ozone depletion. Firstly,
with a stronger polar vortex the air temperature inside the vortex is reduced and better
isolated against the mid latitudes and more PSCs can be formed. Secondly, the presence
of H2SO4 in the polar stratosphere facilitates the formation of an additional type of PSC,
which further increases the surfaces for heterogeneous reactions on PSCs.

The effect of the volcanic eruption on stratospheric ozone can therefore be roughly
divided into two processes. The first process involves increased heating rates by the
aerosols mainly in the tropical lower stratosphere. This leads to pronounced changes
in the dynamics, which change the meridional and vertical distribution of ozone. The
second process includes a large number of heterogeneous chemical reactions on the aerosol
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surface, which change the chemical composition of the stratosphere and strengthen or
weaken different catalytic cycles of ozone destruction.
The net effect of the chemical response further depends on the background composition

of the atmosphere. The slow-down of the NOx cycle and heterogeneous reactions are
expected to intensify the chlorine cycle of ozone destruction, but chlorine levels have
undergone serious changes in the last decades (Solomon, 1999). With ozone depleting
halogens in the atmosphere the net effect of the eruption on the global ozone abundance
is a reduction (Tie and Brasseur, 1995; Rozanov et al., 2002; Austin et al., 2013). For
low halogen loadings however, the chemical reactions are expected to increase ozone
globally (Tie and Brasseur, 1995; Anet et al., 2013; Austin et al., 2013). The changes in
the stratospheric water vapor concentrations associated with the tropical stratospheric
warming however, can accelerate the HOx cycle and reduce ozone even in the case of
reduced halogen concentrations (Heckendorn et al., 2009).
The best observed eruption is the one of Mt Pinatubo in June 1991 in the Philip-

pines. The formation of the cloud, the dynamical changes and the effect on the chemical
composition of the atmosphere has been observed by numerous satellite instruments
and balloon, lidar, airborne and ground-based measurements (Bluth and Doiron, 1992;
Labitzke and McCormick, 1992; McCormick, 1992; Stowe et al., 1992; Thomason, 1992;
Gleason et al., 1993; Minnis et al., 1993; Hofmann et al., 1994; Randel and Wu, 1995;
Antun et al., 2002). Still, some uncertainties remain in the first months after the erup-
tion, in particular for the aerosol forcing (Arfeuille et al., 2013). The uncertainty in the
sulfur emitted ranges from 7 to up to 13 Mt S (Bluth and Doiron, 1992; Guo et al., 2004;
SPARC, 2006). In the stratosphere the SO2 was converted to aerosols and distributed
by the stratospheric circulation. Globally, the near surface air temperature was reduced
by approximately 0.5◦C as a consequence of the reduced incoming short-wave radiation
(Soden et al., 2002). In the aerosol cloud, temperature increased by around 2-3 K mainly
due to increased absorption in the infrared (Labitzke and McCormick, 1992). Ozone
observations indicate a general reduction of the total column ozone abundance in the or-
der 5-10%, interrupted by periods with positive anomalies, in particular in the southern
hemisphere (SH). (Randel and Wu, 1995).
From the observations it is difficult to understand, which processes are responsible

for the ozone changes and how these changes affect the dynamics. The attribution of
the ozone changes after the Mt Pinatubo eruption has been assessed by several authors
showing that the reduction of the total column ozone is mainly a result of the chemical
effect of the aerosols (Pitari and Rizi, 1993; Al-Saadi et al., 2001; Shindell et al., 2003;
Telford et al., 2009; Aquila et al., 2013). In the tropics total column ozone is reduced
after the eruption, which is a combined signal of reduction in the lower stratosphere and
increasing ozone concentrations above. Rozanov et al. (2002) attributed the reduction
in the lower stratosphere to a mix of the dynamic effect and heterogeneous chemical
reactions. The former reduces ozone by enhanced up-welling of ozone poor air and the
latter is responsible for an increase in the ozone depletion by active chlorine. Above
18 hPa the chemical process of the NOx deactivation dominates, which leads to positive
ozone anomalies. The differences in the ozone response between the northern hemisphere
(NH) and the SH, with a reduction in the NH but increasing concentrations in the SH, has
been attributed to dynamical processes induced by the aerosol heating in combination
with the Quasi-Biennial-Oscillation (Aquila et al., 2013). The ozone changes in the NH
on the other hand are primarily caused by the heterogeneous chemical reaction effects
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(Pitari and Rizi, 1993; Aquila et al., 2013). At high latitudes, several studies attribute
the changes to the effect of heterogeneous reactions (Portmann et al., 1996; Solomon
et al., 1996; Rosenfield et al., 1997; Telford et al., 2009; Pitari et al., 2014).
The stratospheric dynamic perturbation after a volcanic eruptions originates mainly

from the aerosol heating in the tropical lower stratosphere. Changes in the ozone con-
centrations however, can also affect heating rates and therefore modulate the dynamic
response to the eruption (Muthers et al., 2014a). Using observed ozone anomalies for
the Mt Pinatubo eruption, Stenchikov et al. (2002) found a strengthening of the Arctic
Oscillation (AO) in late winter and early spring after eruption, which is explained by
the cooling effect of the pronounced ozone depletion in the polar stratosphere. Similar
results were found by Shindell et al. (2003) who compared the Mt Pinatubo eruption in
simulations with and without ozone changes. For a different climate state (Mt Tamb-
ora, 1815), without anthropogenic chlorine in the stratosphere, they found a very small
influence of the ozone changes on the dynamical perturbation.
The purpose of this study is to deepen our understanding of the processes which

drive the ozone changes after a strong tropical volcanic eruption and how these changes
modulate the atmospheric dynamics in the stratosphere and troposphere. Moreover, the
sensitivity of the processes on the eruption strength and the climate state is investigated.
Therefore, we use a set of sensitivity simulations performed by the atmosphere-ocean-
chemistry-climate model SOCOL-MPIOM. To evaluate the dynamic response this study
focuses mainly on the NH and in particular on the winter season when the winter warming
pattern takes place.
The paper is structured as follows: Section 4.2 introduces the coupled atmosphere-

chemistry-ocean circulation model and the setup of the experiments. In Section 4.3
the model results for the 1991 Mt Pinatubo eruption are evaluated. In Section 4.4
the response of the underlying dynamic and chemical processes after a strong volcanic
eruption is analyzed and the sensitivity to the eruption strength and climate state is
addressed in Section 4.5. Finally, we discuss the results and present conclusive remarks
in Section 4.6.

4.2. Model and experiments

4.2.1. Model

We use the coupled atmosphere-ocean-chemistry-climate model (AOCCM) SOCOL–
MPIOM (Muthers et al., 2014b) consisting of the atmospheric component SOCOL version
3 coupled to the ocean-sea ice module MPIOM. SOCOL (Schraner et al., 2008; Stenke
et al., 2013) is a spectral chemistry-climate consisting of the physical component MA-
ECHAM5 (Roeckner et al., 2003; Manzini et al., 2006), which is coupled to the chemistry
module MEZON (Rozanov et al., 1999; Egorova et al., 2003). The chemistry modules
uses temperature fields from ECHAM5 and calculates the tendency of 41 gas species,
taking into account 200 gas-phase, 16 heterogeneous, and 35 photolytical reactions. Het-
erogeneous reactions are parametrised following Carslaw et al. (1995) and can take place
in/on aqueous sulfuric acid aerosols and on three types of polar stratospheric clouds.
In the short-wave scheme of SOCOL the solar forcing is divided into six spectral

intervals. The scheme considers Rayleigh scattering, scattering on aerosols and clouds,
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and the absorption of solar irradiance in UV-induced photolysis reactions, e.g., by O3 and
O2 and 44 other species. In the near-infrared intervals absorption by water vapor, CO2,
N2O, CH4, and O3 is implemented. Furthermore, a parametrization for the absorption
of radiation by O2 and O3 in the Lyman-alpha, Schumann-Runge, Hartley and Higgins
bands is implemented following an approach similar to Egorova et al. (2004). The long-
wave scheme considers frequencies from 10-3000 cm−1 for the absorption by water vapor,
CO2, O3, N2O, CH4, CFC-11, CFC-12, CFC-22, aerosols, and clouds. The interactive
chemistry module of SOCOL can optionally be disabled. In this case three dimensional
time dependent ozone data needs to be applied as forcing.
The horizontal resolution of SOCOL is T31, which corresponds to approximately

3.75◦×3.75◦. In the vertical, 39 model levels are used with the highest level at 0.01
hPa (80 km). With this vertical resolution the model is not able to produce a Quasi-
Biennial Oscillation (QBO) by itself, therefore a QBO nudging is applied (Giorgetta
et al., 1999).
The atmosphere-chemistry model SOCOL is coupled to the ocean model MPIOM

with sea ice module (Marsland, 2003; Jungclaus et al., 2006). Here we use MPIOM in
a nominal resolution of 3◦, with the poles shifted to Greenland and Antarctica to avoid
numerical singularities at the poles. This setup allows for a high resolution in the deep
water formation region of the North Atlantic. MPIOM and SOCOL are coupled by the
OASIS3 coupler (Budich et al., 2010; Valcke, 2013).

4.2.2. Experiments

In this study, several ensemble sensitivity experiments for different processes, eruption
strengths, and climate states are used.
Aerosol forcing: The eruption selected for this sensitivity study is the tropical erup-

tion of Mt Pinatubo that took place in June 1991. The aerosol forcing for the Pinatubo
eruption was calculated offline using the micro-physical aerosol model AER (Weisenstein
et al., 1997) following Arfeuille et al. (2013). Different eruption intensities are imple-
mented by simulating eruptions of 1×, 2×, and 4× the strength of the Mt Pinatubo
eruption. The eruptions are all set to June 15th 1991, with 15, 30 and 60 Mt of SO2

injected in the aerosol micro-physical model AER. Actual post-Pinatubo wind fields are
used for each experiment in the AER model. SW extinction coefficients and surface area
density (SAD) for the different forcings are depicted in Fig. 4.1. The aerosol coagulation
process depends on the SO2 concentration and hence particles tend to be larger as we
inject more SO2. The increase in total SAD is hence not proportional to the increase
in SO2 mass injected between the 1×, 2× and 4× Pinatubo simulations. Conversely,
the total stratospheric warming depends on the aerosol absorption in the infrared and
varies more or less linearly with the SO2 mass injected. However, increase in for instance
the sedimentation rates with larger aerosols further modifies the relationship between the
stratospheric warming and the initial sulfur mass released. Note, the forcing produced by
the AER model is known to lead to biases in the heating rates in the tropical stratosphere
(Heckendorn et al., 2009), which can be reduced using satellite based aerosol forcing (Ar-
feuille et al., 2013). However, here idealized simulations for eruptions larger than the
observed Pinatubo are performed. For these the AER model allows the production of a
consistent aerosol forcing data set taking micro-physical processes in the aerosol cloud
into account. A detailed discussion of the forcing used for 1× Pinatubo and a comparison
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Figure 4.1.: Volcanic forcing used in the simulations for 1× (orange), 2× (green), and 4× (red)
Mt Pinatubo. (a) DJF mean surface area density (SAD) for the first winter after the
eruption. Contours from 0 to 120 by 20 µm2/cm3. (b) DJF mean for the extinction
in the visible (440-690 nm) with contours from 0 to 0.05 by 0.01 km−1. (c) Hovmöller
diagram of the monthly mean SAD forcing at 50 hPa with contours from 0 to 200
by 20 by 20 µm2/cm3. (d) as (c) but for the extinction in the visible with contours
from 0 to 0.05 by 0.01 km−1.

with other forcing data sets is given in Arfeuille et al. (2013), AER method.
Climate state: To assess the role of the climate state on the response, the eruptions

either occur under present day conditions (early 1990th with high loads of ozone deplet-
ing substances in the atmosphere) or preindustrial conditions (early 19th century, low
concentrations of ozone depleting halogens).
The response of the ozone chemistry to the eruption is a combination of different

effects. Ensemble sensitivity experiments are preformed to separate the effects for the
three eruption strengths and the two climate states.

• A first set of ensemble experiments simulates the combined effect of the tropical
stratospheric warming and the heterogeneous reactions on the aerosol surfaces.
The volcanic forcing applied therefore includes optical properties, i.e., extinction
rates for the short- and long-wave bands, as well as SAD. These experiments are
labeled 1×PIN, 2×PIN, and 4×PIN for the present day climate state and PI1×PIN,
PI2×PIN, PI4×PIN for the preindustrial climate state.
• The warming effect of the aerosols is simulated in the DYN ensemble experiments.
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In this case the effect is implemented by forcing the model with extinction rates
for the short- and long-wave bands only. The SAD of the aerosols are set to back-
ground values without volcanic influence. Note, that although these simulations
do not include the effect of heterogeneous reactions taking place on the surface
of the aerosols, the experiments still use the interactive chemistry component of
SOCOL, which allows the chemistry to react to the changing radiation fluxes and
temperatures.
• The effect of heterogeneous chemical reactions on the aerosol surfaces are imple-

mented in the HET experiments. Here, the model is forced with the SAD only,
while the short- and long-wave parameters are set to background values.
• Finally, a set of experiments simulates the dynamical effect of the ozone changes

found in the fully forced ensemble experiments, e.g. 1×PIN. In this case, a con-
figuration of SOCOL-MPIOM without interactive chemistry is forced by ensemble
mean ozone mixing ratios from the full forced simulations. These ensemble simu-
lations are named O3.

The results for the different sensitivity ensemble experiments are compared to an en-
semble of control simulations. These simulations are not perturbed by a volcanic erup-
tion. Instead, the stratospheric aerosol forcing represents background concentrations.
Since the difference in the response is compared for a preindustrial and present day
atmosphere, an ensemble of control experiments is performed for each climate state.
Each ensemble consists of 8 members to reduce the influence of internal variability on

the results (Zanchettin et al., 2013), e.g., different El-Niño Southern Oscillation (ENSO)
states (Zhang et al., 2012; Frölicher et al., 2013). The simulations length of each member
is 8 years, with two years of spin-up and the eruption implemented in the third year of
each simulation. Restart files are taken from an ensemble of transient simulations for the
period 1600-2000 (Muthers et al., 2014b). The ensemble sensitivity experiments share
the same restart files, meaning that member 1 of the full forcing simulations is initialized
by the same climate state as member 1 from the DYN, HET, and O3 ensembles. For
the present day climate state, initial conditions for the ocean and the atmosphere are
carefully selected between the years 1987 and 1990, to represent different ENSO states.
For the preindustrial restart files from the beginning of the 19th century (1811-1814) are
used as initial conditions.
The QBO data used in the nudging is based on (Brönnimann et al., 2007). The QBO

phases in the present day and the preindustrial climate state are almost identical, with a
easterly phase at the beginning of the eruption and a shift to a westerly phase in summer
of the second year. Concentration of greenhouse gases and aerosol depleting substances
represent the conditions of the preindustrial and present day climate state, respectively
(Etheridge et al., 1996, 1998; Ferretti et al., 2005; MacFarling-Meure et al., 2006).

4.2.3. Observations

The response of the physical climate system to the Mt Pinatubo eruption is compared
to the ERA Interim analysis (Dee et al., 2011) from the European Centre for Medium
Range Weather Forecast (ECMWF). The ozone anomalies are compared to the column
ozone record of Bodeker et al. (2005) and for the vertical profile to the Binary DataBase
of Profiles (Hassler et al., 2008, BDBP). To calculate anomalies for different parameters
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Table 4.1.: Overview of the ensemble experiments used in this study. Eruption strength refers
to the aerosol amount used in the generation of the volcanic forcing. 1× refers to the
aerosol mass of the 1991 Mt Pinatubo eruption, 2× and 4× represents a doubling or
quadrupling of the Pinatubo aerosol mass. Climate state: PD: 1990th conditions with
ozone depleting substances. PI: preindustrial atmosphere with low concentrations
of ozone depleting substances. Volcanic forcing: SAD: surface area density or the
aerosols. OP: optical properties, i.e., extinction rates for different spectral intervals.
bg conditions: SAD and optical properties without volcanic perturbation. For each
ensemble, 8 simulations are performed.

Ensemble Strength Climate state Volcanic forcing Ozone
[1,2,4]xPIN 1x,2x,4x PD SAD and OP interactive
[1,2,4]xPIN_HET 1x,2x,4x PD SAD only interactive
[1,2,4]xPIN_DYN 1x,2x,4x PD OP only interactive
[1,2,4]xPIN_OZONE 1x,2x,4x PD bg conditions prescribed
PI_[1,2,4]xPIN 1x,2x,4x PI SAD and OP interactive
PI_[1,2,4]xPIN_HET 1x,2x,4x PI SAD only interactive
PI_[1,2,4]xPIN_DYN 1x,2x,4x PI OP only interactive
PI_[1,2,4]xPIN_OZONE 1x,2x,4x PI bg conditions prescribed
CTRL – PD bg conditions interactive
PI_CTRL – PI bg conditions interactive

after the eruption, the period 1986-1990 is used as references period.

4.3. Evaluation of the model

The model’s ability to reproduce the response of the stratospheric and tropospheric cli-
mate system due to volcanic aerosols is evaluated using the case of the Mt Pinatubo
eruption in 1991. Therefore, we compare the climate response simulated by SOCOL-
MPIOM to different observational data sets and reanalysis products. The observed
response resembling a single realization of the climate system is compared to an en-
semble of simulations. The influence of internal climate variations is therefore larger in
the observations. As shown by Zanchettin et al. (2013) the state of the climate system
substantially modulates the response of the near surface atmosphere and the ocean to a
volcanic perturbation. Furthermore, in the simulations the impact of the QBO on strato-
spheric temperatures, dynamics, and ozone concentrations is removed by the comparison
to an ensemble of control simulations, which are nudged to the same QBO data set. For
the observations, the impact of the QBO is not entirely removed by the comparison of
the Pinatubo case with the reference period 1986-1990.

4.3.1. Global mean temperature response

In the ensemble experiment for the present day 1× Pinatubo eruption a significant re-
duction of the global mean surface air temperatures is found (Fig. 4.2 a). For almost
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three years anomalies below -0.3◦C are simulated. In ERA Interim the global mean
surface temperature is reduced by up to 0.33◦C in August 1992. However, this value is
very sensitive to the reference period and still affected by ENSO. When this influence
is removed from the data the cooling is even larger (Soden et al., 2002). The simulated
cooling is caused by a decline of the top-of-the-atmosphere (TOA) radiative flux, which
reduces by up to -3.8 W/m2 (October 1991, Fig. 4.2 b).

4.3.2. Stratospheric response

As already shown for an earlier version of SOCOL and for several volcanic forcing data
sets (Arfeuille et al., 2013) SOCOL overestimates the warming in the tropical strato-
sphere. This overestimation is also found in the transient 1× Pinatubo ensemble (Fig.
4.2 c). In ERA Interim the maximum temperature anomaly in the tropical stratosphere
at 50 hPa after the eruption is 2.5◦C for September 1991, relative to the reference period.
In the SOCOL-MPIOM ensemble, the month with the highest temperature anomaly is
November 1991 with a temperature increase of 8.7◦C in the ensemble average. The over-
estimated warming is a feature common to many state-of-the-art climate models. In
the multi-model ensemble average for 13 CMIP5 models (model selection as in Driscoll
et al., 2012) the majority of models overestimate the warming in the tropical stratosphere
(black line in Fig. 4.2). Furthermore, the range between the GCMs is large. Although
SOCOL-MPIOM is at the higher end of the CMIP5 models, it is still within the model
range. Furthermore, in the sensitive region of the tropical tropopause (100 hPa, Fig. 4.2
d), where H20 transport to the stratosphere and hence HOx chemistry highly depend
on the temperature, the agreement between ERA Interim and SOCOL is better than in
most CMIP5 models.
The dynamical changes induced by the stratospheric warming as well as different chem-

ical reactions on the surface of the aerosols also affect the ozone concentrations. Column
ozone anomalies for the ensemble mean (Fig. 4.3 d) reveal a similar pattern as it is iden-
tified in the observations (Fig. 4.3 a, Bodeker et al., 2005). After the eruption negative
anomalies are found in the tropics and positive anomalies in the mid latitudes. The mag-
nitude of both is stronger in SOCOL-MPIOM than in the observations. In particular the
positive column ozone anomaly in the NH mid-latitudes is weaker in the Bodeker et al.
(2005) data set. This may be related to the QBO effect, which is not fully removed in
the observations (Aquila et al., 2013) or to an overestimation of dynamical effects related
to the amplified warming in the tropical stratosphere. In the polar regions pronounced
negative anomalies occur in the two winters following the eruption. For the first winter
SOCOL-MPIOM and observations are comparable, given that the observations are af-
fected by extrapolation and missing values in the high latitudes. In the second winter
a pronounced and long lasting signal ozone depletion is found in the NH polar regions,
which is reduced in the model simulations compared to the observations. In the SH high
latitudes the ensemble average indicates persistent negative anomalies between austral
winter 1992 and 1993 which is not observed.
In the zonally averaged vertical profiles of ozone mixing ratios for the NH winter and

spring season, larger differences between the observations (Binary DataBase of Profiles
BDBP, Hassler et al., 2008) and the simulations are found (Fig. 4.4). Both records
agree on a reduction of the ozone mixing ratios in the first winter after the eruption
in the tropical stratosphere at altitudes between 50 hPa and 10 hPa and increasing
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Figure 4.2.: (a): Global mean temperature anomalies following the eruption of Mt Pinatubo in
the ensemble experiments (orange) with the shading indicating the ensemble stan-
dard deviation and in ERA Interim (green). (b): Top-of-the-atmosphere (TOA)
radiation balance in the ensemble experiments. The error bar represents the lower
estimate for the TAO radiation balance for Aug./Sept. 1991 from ERBE (NASA
Earth Radiation Budget) satellite data (Minnis et al., 1993). (c): Tropical zonal
mean temperature anomalies at 50 hPa averaged between 20◦S and 20◦N. The or-
ange line represents the present day 1× Pinatubo ensemble average (PD1xPIN) in
comparison to the ERA Interim anomalies (green) and the multi-model ensemble
anomalies for 13 CMIP5 models (black). The shading corresponds to the ensem-
ble standard deviation, the dashed gray lines around the CMIP5 ensemble average
indicated the minimum and maximum anomalies. For CMIP5 13 model ensembles
as in Driscoll et al. (2012) are considered. (d) as (c) but for 100 hPa. All panels:
Anomalies for the present day 1× Pinatubo are calculated relative to the control
ensemble average, for CMIP5 and ERA Interim the years 1986-1990 are used as
reference period. The vertical dashed gray line represents the start of the eruption.
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Figure 4.3.: Zonal average monthly mean total columns ozone anomalies [DU] between January
1991 (year 0) and December 1994 (year 3) in different data sets. (a) observational
anomalies (Bodeker et al., 2005), (b) anomalies due to the effect of heterogeneous
chemical reactions (HET) for the present day 1× Pinatubo, (c) anomalies related
to the warming effect of the aerosols (DYN), (d-f) full forcing effect for the (d)
1×, (e) 2×, and (f) 4× Pinatubo in a present day atmosphere. (g-i) full forcing
effect for the (g) 1×, (h) 2×, and (i) 4× Pinatubo in a preindustrial atmosphere.
Anomalies for the observations are calculated relative to the reference period 1986-
1990. Hatching in the observation panel indicates missing values. The simulated
anomalies are calculated relative to the corresponding control ensemble average and
the stippling in the simulation panels indicates significant differences to the control
(Student’s t-test p ≤ 0.05). The beginning of the eruption is depicted by the vertical
dashed line.

concentrations above. Both changes are again stronger in SOCOL-MPIOM than in the
observations. In the mid-latitudes of the NH positive ozone anomalies are found in
both data sets, whereas only positive ozone anomalies are observed at northern polar
latitudes but not simulated. In the first spring after the eruption the tropical anomalies
slightly weaken in the simulations and the observations. Furthermore, SOCOL simulates
a pronounced reduction of ozone in the lower polar stratosphere of the NH, which is not
found in the observations. In the second winter and spring significant ozone reductions
are found in the lower stratosphere for all latitudes, a pattern that agrees reasonably well
with the observed anomalies.

The expected dynamic response of the stratosphere is the intensification of the winter
vortex and the downward propagation of these anomalies into the troposphere. In the
simulation a slight, but insignificant strengthening of the stratospheric northern polar
vortex is found for the first winter after the eruption (Fig. 4.5). Furthermore, the
tropospheric westerlies are significantly reduced in both hemispheres. In the following
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Figure 4.4.: Stratospheric seasonal mean, zonal mean ozone anomalies in ppm (a-d) for the
present day 1× Pinatubo ensemble average relative to the control ensemble mean
and (e-h) for the BDBP observational data set (Hassler et al., 2008) relative to the
average of the period 1986-1990. Shown are the DJF and MAM values for the first
and the second winter after the eruption.

spring the intensification of the zonal circulation in the polar stratosphere persists. In
ERA Interim negative anomalies are found in the upper stratospheric part of the polar
vortex region and positive anomalies in the lower stratosphere and troposphere. The
dipole pattern in the anomalies is related to the weakening of the vortex in the mid
of winter, which propagates down in the following weeks and reaches the troposphere
in April. This behavior is not found in the ensemble average of the present day 1×
Pinatubo ensemble, but at least one member simulated a comparable vortex weakening.
In the second winter and spring after the eruption the simulated zonal wind in the polar
stratosphere does not differ from the background state. In the reanalysis however, the
polar vortex is intensified and the signal extends down to the troposphere and the surface
during winter. Note the remaining QBO effect visible in the tropical anomalies in ERA
Interim may also affect the comparison of the polar vortex intensities, which is also
modulated by the QBO (Holton and Tan, 1980; Labitzke, 1987; Thomas et al., 2009).

4.3.3. Tropospheric response

The positive zonal wind anomalies in the lower stratosphere found in the reanalysis are
clearly connected to positive anomalies in the troposphere (Fig. 4.5). This coupling of
anomalies between stratosphere and troposphere is not visible in the ensemble mean.
However, some ensemble members show a coupling behavior similar to the reanalysis. In
the ensemble mean the tropospheric anomalies are in general weaker in the simulations.
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Figure 4.5.: Seasonal mean, zonal mean wind anomalies in m/s for (a-d) the present day 1×
Pinatubo ensemble mean relative to the control ensemble mean and (e-h) for ERA
Interim (Dee et al., 2011) relative to the mean of the period 1986/1990. Shown are
the DJF and MAM values for the first and the second winter after the eruption.
Stippling in the ensemble mean panels indicates significant anomalies (Student’s t-
test p ≤ 0.05), contours denote the climatological zonal winds for the corresponding
season.

In the second winter after the eruption no significant anomalies are visible in the ensemble
average, but the vortex is clearly intensified in the reanalysis, with positive anomalies
reaching down to the surface.

The differences in the dynamic response of the NH polar vortex affect also the tropo-
spheric pressure systems. The idealized response to the volcanic eruption is a positive
phase of the AO which leads to the NH winter warming pattern (Robock, 2000; Chris-
tiansen, 2008; Zanchettin et al., 2012). In the observations, a NAO-like anomaly pat-
tern is found for the first and the second winter season after the eruption, although the
anomalies are shifted towards the North (Fig. 4.6 e). In the average of the present day 1x
Pinatubo ensemble simulations a comparable, but weaker response is found for the first
post eruption winter (Fig. 4.6 a). In the second winter no positive NAO-like anomaly is
visible in the ensemble mean (Fig. 4.6 c), but a clear and pronounced positive NAO sit-
uation is found in the reanalysis (Fig. 4.6 g). This agrees well will the stratospheric and
tropospheric wind anomalies described above. Pronounced winter warmings are found in
northern Europe for both post eruption winters in ERA Interim (not shown), in agree-
ment with the pressure anomalies. In the model simulations a weak winter warming is
simulated in the first winter and spring, but the anomalies are not significant. In the
second winter no positive anomalies are found.

In summary, the models reproduces the thermal and chemical response to the eruption,
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Figure 4.6.: Seasonal mean, 500 hPa geopotential height anomalies in m for (a-d) the present
day 1× Pinatubo ensemble mean relative to the control ensemble mean and (e-h)
for ERA Interim (Dee et al., 2011) relative to the average of the period 1986-1990.
Shown are the DJF and MAM values for the first and the second winter after the
eruption. Stippling indicates significant anomalies (Student’s t-test p ≤ 0.05).

although the amplitudes are overestimated. For the dynamic response, in particular the
response of the northern polar vortex, differences are found in timing of the positive
vortex anomalies (first vs. second winter after the eruption), but in general the model is
able to simulate the intensification of the polar vortex after the eruption. Furthermore,
the differences in the vortex response are difficult to assess, given the large variability
in the northern polar vortex. The tropospheric response in the model simulations is
weaker than the response in the reanalysis, although a weak positive NAO like phase
and a slight winter warming pattern is identified in the ensemble average and in several
ensemble member. Nevertheless, the weak response hints at deficiencies in the dynamical
coupling of the stratosphere and the troposphere.

4.4. Underlying mechanisms of response behavior

In the ensemble simulations, the strongest effect of the volcanic eruption on the dynam-
ics is found for the first winter after the eruption. For the following analysis, which
addresses the role of chemical and dynamic effect and how the response is modulated by
the climate state, we therefore focus mainly on the first winter (DJF) after the eruption.
Furthermore, since the sensitivity experiments are idealized experiments, which differ
from the real Mt Pinatubo case presented above (e.g, in their climate state), we change
the date definition and use year 0 for the year when the eruption starts (1991) and year
1 for the first year after the eruption (1992).
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Figure 4.7.: Similar to Figure 4.4, but only for the first winter (DJF) after the eruption and
for (a) the present day 1× Pinatubo HET and (b) the present day 1× Pinatubo
DYN ensemble simulations. The streamlines in (b) show the residual circulation
anomalies. Stippling indicates significant anomalies (Student’s t-test p ≤ 0.05).

4.4.1. Dynamic effect vs. heterogeneous reactions

The dynamical effect dominated by the aerosol induced warming in the lower tropical
stratosphere (DYN) and the effect of heterogeneous chemical reactions on the aerosol
surfaces (HET) are analyzed for the case of the present day 1× Pinatubo eruption in the
following.
The ozone response shows a clear difference between the two ensemble simulations

when comparing to the control ensemble simulations (Fig. 4.3 b and c). IN HET the
largest influence on the column ozone is found in the high latitudes of each hemisphere
with pronounced ozone depletion that reaches maximum values in the spring seasons
of the corresponding hemisphere (Fig. 4.3 b). Furthermore, reduced ozone values are
found in tropical and mid latitudes. The general response to the chemical effect is a
reduction of the ozone amount. The reduction of column ozone slowly develops for
several months before it becomes significant for almost 2 years. The zonally averaged
height profiles for the first winter after the eruption (Fig. 4.7 a) reveal that the chemical
effect also leads to positive anomalies, in particular in the upper stratosphere. However,
these anomalies are present only in the first winter after the eruption and are to some
extent compensated by negative anomalies in the lower stratosphere. Furthermore, the
positive anomalies disappear about one year after the eruption, whereas the negative
values remain significant for more than two years.
The aerosol effect on the dynamics (DYN) on the other side has the largest impacts

in the tropics and mid latitudes (Fig. 4.3 c). Here, the dynamical changes caused
by the heating of the lower tropical stratosphere lead to a transport of air masses and
consequently to a shift in the ozone concentrations. In a narrow band around the equator,
the lifting of ozone reduced air from the lower stratosphere to higher levels causes a
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reduction of the column ozone values at 30 hPa and increasing concentrations above
(Fig. 4.7 b)

The decomposition experiments DYN and HET are also suitable to identify the un-
derlying chemical reactions that result in the ozone changes. In HET, an important
heterogeneous reaction on the H2SO4 aerosols involves the conversion of nitrogen oxides
into nitric acid (HNO3). Both, nitrogen oxides and nitric acid are reservoir molecules of
the NOx cycle, with nitric acid having a longer residence time than nitrogen oxide. This
reaction therefore, effectively slows down the NOx cycle of ozone destruction, which is
most effective in the middle atmosphere and explains the positive anomalies above 30
hPa in HET (Fig. 4.7 a). In lower levels the HOx and ClOx cycle is more important.
By a reduction of the NOx concentrations the reaction also slows down the deactivation
of chlorine, which dominates ozone destruction in the lower atmosphere. Furthermore,
conversion stops, when all N2O5 is consumed. In the lower stratosphere (< 30 hPa) a
negative N2O5 anomaly slowly develops after in the months after the beginning of the
eruption. In the first winter after the eruption N2O5 in the lower stratosphere is re-
duced by more than 80% at all latitudes and this anomaly persists for more than one
year. This effect is responsible for the reduction of the ozone concentrations in the lower
stratosphere in the DJF season (Fig. 4.7 a) and is also the dominant effect for the general
reduction of the column ozone values (Fig. 4.3 b). In the NH and SH polar stratosphere
in late winter and spring the heterogeneous reactions on the aerosol surfaces and on PSCs
strongly increase the chlorine concentrations in the lower stratosphere and explain the
pronounced ozone reductions.

In the DYN experiments reduced ozone column abundances are found at tropical lat-
itudes and increasing concentrations in the mid to high latitudes (Fig. 4.3 c). In the
tropics, the reduced column ozone values are related to pronounced ozone reductions
at 30 hPa, which are partly compensated by positive ozone anomalies above and below
(Fig. 4.7 b). This equatorial anomaly pattern is very similar for all post-eruption seasons
and remains significant until the end of the first year after the eruption. The circulation
changes in the stratosphere that are responsible for the ozone anomalies are detected
in the residual mean circulation anomaly (Andrews et al., 1987), which are depicted by
streamlines in Figure 4.7 b. Ozone reductions in the tropics are caused by the uplifting
of air from the lower to the middle stratosphere forced by the aerosol heating in the
lower stratosphere. This vertical transport of ozone changes the vertical ozone profile
and replaces ozone enhanced air at 30 hPa by ozone depleted air from lower levels. Air
with enriched ozone from 30 hPa further increases ozone concentrations at 10 hPa and
above. The upward motion in the tropics is balanced by descending air masses in the mid
latitudes. Since these air masses originate from tropical latitudes they transport ozone
enriched air into the lower stratosphere of the mid latitudes and create positive ozone
anomalies. This meridional transport is visible in the positive column ozone anomalies,
which first occur in subtropical latitudes and reach the high latitudes several months
later. A fraction of the descending ozone is recirculated into the tropical lowermost
stratosphere and explains the positive ozone anomalies at 70 hPa. The DYN effect leads
also to an amplification of polar ozone depletion during a few months after the end of
the winter season. This is related to the stronger and colder polar vortex (see below),
which intensifies the chlorine activation on PSCs in a present day atmosphere. However,
the polar ozone depletion in the DYN experiments is much weaker than the signal found
in the HET ensemble experiments.
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Figure 4.8.: (a-c) DJF temperature anomalies for the post eruption winter in the present day
1x Pinatubo ensemble experiments for (a) DYN, (b) HET, and (c) O3. (d-f) DJF
anomalies for the zonal mean wind component for (a) DYN, (b) HET, and (c) O3.
Stippling in the ensemble average panels indicates significant anomalies (Student’s
t-test p ≤ 0.05), contours in the zonal wind panels indicate the climatological con-
ditions in the control ensemble average.

For the combined effect on the ozone concentrations found in the present day 1×
Pinatubo ensemble, the DYN mechanism is dominant in the tropical and mid latitudes
for the first year after the eruption. In the polar latitudes the HET mechanism domi-
nates. Furthermore, the heterogeneous chemical reactions are also responsible for a global
reduction of the column ozone values in the second and third year after the eruption.

The major effect for the temperature response after the eruption is the DYN effect
(Fig. 4.8 a). The chemical effect of the aerosols has a small but significant influence in a
narrow band around the equator, with cooling at 50 hPa (Fig. 4.8 b). This is related to
the changing ozone concentrations and corresponding UV absorption. Furthermore, in
the NH winter polar stratosphere a weak, but only weakly significant warming, related
to a slightly weaker polar vortex is found (see below).

In comparison to the heating of the lower stratosphere by the volcanic aerosols (DYN)
the temperature anomalies caused by the ozone changes in HET are small. Still, a clear
impact on the dynamics is obvious, which substantially differs from the aerosol effect
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simulated in DYN (Fig. 4.8 d). In DYN, the warming of the aerosols strengthens the
northern polar vortex in boreal winter with larger anomalies than found in the full forcing
ensembles. Consequently, a negative response is needed, which is found by the significant
weakening of the stratospheric zonal circulation in the HET ensemble experiments (Fig.
4.8 e).

In the troposphere, the DYN experiments simulate a significant weakening of the sub-
tropical jets in both hemispheres. This weakening is related to the larger cooling in the
tropical latitudes and consequently a weakening of the meridional temperature gradient
in the troposphere. The anomalies in the tropospheric pressure systems are dominated
by the warming effect of the aerosols as well. The anomalies in the 500 hPa geopotential
height are very similar to the PD1xPIN response for the DYN ensemble average (not
shown). For the HET ensemble simulations no significant anomalies in the tropospheric
pressure systems are found.

4.4.2. Dynamic response of the combined ozone changes

As shown above, the ozone response after a tropical volcanic eruption is influenced by
chemical reactions and dynamical changes due to the warming effect of the aerosols. The
later is the dominant process for the dynamic response after the eruption. However,
this dynamic response in turn changes the ozone concentrations by transports of ozone
from one region to another, which again might affect the dynamics. Therefore, the net
effect of the ozone changes might have a larger influence on the dynamics, compared
to the response found in the HET sensitivity ensemble experiments. This combined
effect is assessed by the O3 ensemble experiments, where the ozone concentrations from
the reference ensemble (Fig. 4.3 d and 4.4 a-d) are used to force the configuration of
SOCOL-MPIOM without interactive chemistry.

The influence of the combined ozone changes in O3 on the temperatures in the strato-
sphere is weak (Fig. 4.8 c). In the tropical stratosphere, the temperature anomalies
roughly resemble the ozone anomalies. Further a cooling in the higher stratosphere and
lower mesosphere during austral summer in the SH is found, which is an effect of the
configuration of SOCOL-MPIOM without interactive chemistry (Muthers et al., 2014b).
A second anomaly in the SH is related to differences in the PSCs between the control
(interactive chemistry) and the O3 ensemble. However, the differences have nearly no
impact on the stratospheric dynamics and the tropospheric circulation (Muthers et al.,
2014b). Without interactive chemistry the zonal circulation in the NH winter polar
stratosphere slightly weakens by approximately 1.5 m/s. In the ensemble experiment
forced by the simulated ozone changes the northern polar vortex weakens on average by
more than 6 m/s in winter (Fig. 4.8 f). Similar to the ensemble sensitivity experiment for
the chemical effect of the volcanic aerosols the combined effect therefore also contributes
to a weakening of the polar vortex. In the spring season (MAM, not shown), the zonal
wind in the polar vortex region however, is stronger with anomalies in the order of 3
m/s. This intensification is marginally significant (p ≤ 0.1).
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4.5. Influence of the climate state and the eruption strength

How ozone changes after an eruption further depends on the strength of the eruption.
Moreover, the climate state, in particular the amount of ozone depleting halogens in the
stratosphere is expected to modulate the response. These two effects are analyzed using
eruptions of 1×, 2×, and 4× the size of Mt Pinatubo eruption and by the comparison
of the response in a late 20th century to an early 19th century climate state. Here, we
present the results for both effects, first for the ozone changes and in the following for
the temperature and dynamical changes.

4.5.1. Ozone changes

Under present day conditions a stronger eruption enhances the anomalies found in the
total column ozone values (Fig. 4.3 d-f). With the 2× and 4× Pinatubo forcing the
positive anomalies in the mid latitudes are stronger, but in any case they disappear about
one year after the eruption. The negative anomalies in the tropics and in particular the
ozone depletion in the polar regions are amplified and last longer. In the second and
third year after the eruption, negative anomalies are found for all latitudes. In case of
the 4× Pinatubo (Fig. 4.3 f) eruption persistent strong ozone depletion is found in the
SH high latitudes for more than 2 years even during austral summer.
The simulated ozone anomalies dramatically change with the climate state. Under

preindustrial conditions, i.e, an atmosphere with low concentrations of ozone depleting
halogens, the negative anomalies in the winter polar stratosphere completely disappear
and the positive anomalies extend from subtropical latitudes to the poles (Fig. 4.3 g-i).
The dynamical-induced negative anomaly near the equator is found in the preindustrial
atmosphere as well, but these negative anomalies disappear after several months and are
not replaced by wide spread negative anomalies as it has been the case for the present
day simulations. With stronger eruptions, the ozone anomalies are larger and last longer.
The zonal mean ozone mixing ratios for the present day climate state behave qual-

itatively similar as the results shown in Fig. 4.4 with larger anomalies for stronger
eruptions (not shown). For 2× and 4× Pinatubo, the negative ozone anomaly in the
polar stratosphere in the first year after the eruption become statistically significant.
Under preindustrial conditions, positive anomalies are found at all altitudes, except for
the narrow band with negative anomalies around the equator.
In all cases the positive anomalies in the mid latitudes and the negative anomalies at

the equator are related to the DYN effect of the aerosols. Negative anomalies at high
latitudes for DYN are found in the present day climate only. However, even for the
4× Pinatubo eruption the negative anomalies are replaced by abrupt ozone increases
in spring and summer, which extend from the subtropics to the poles. Besides the
difference in winter, the response of the ozone concentrations in the DYN experiment is
very similar for the two climate states, with positive anomalies being more pronounced
under preindustrial than under present day conditions.
The strongest differences between the climate states are found for the HET effect of

the aerosols. Under preindustrial conditions the chemical effect is very small with some
positive anomalies in the mid-latitudes for a few months after the eruption. In the present
day atmosphere strong signals of ozone depletion are found for all latitudes up to three
years after the eruption as shown above for the 1× Pinatubo ensemble experiments.

129



4. Dynamical and chemical ozone perturbations after large volcanic eruptions: Role of
the climate state and the strength of the eruption

2m temperature (global)

TOA radiation balance

50hPa temperature (tropics)

−0.8

−0.4

0.0

−5.0

−2.5

0.0

2.5

0

5

10

15

20

Te
m

p
e
ra

tu
re

 [
K

]
R

a
d
ia

ti
o
n
 b

a
la

n
ce

 [
W

/m
2
]

Te
m

p
e
ra

tu
re

 [
K

]

intensity climate state
present day

pre-industrial

JAN0 JUL0 JAN1 JUL1 JAN2

1x

2x

4x

Figure 4.9.: Similar to Fig. 4.2 (a-c) but for the 1×, 2×, and 4× Pinatubo eruption strength and
the present day and preindustrial climate state.

With increasing eruption strength, the magnitude of the anomalies becomes larger, but
the duration of the significant anomalies remains similar.

4.5.2. Temperature and dynamic changes

The physical response of the climate system in terms of the reduction of the surface air
temperature reveals a clear difference between the three eruption strengths (Fig. 4.9),
but no significant differences between the climate states. Furthermore, the temperature
reduction does not scale linearly with the forcing, which is expected given the thermal
inertia of the ocean. Similarly, the reduction of the TOA radiation balance increases
with eruption strength, but the climate state does not affect this reduction (Fig. 4.9).
With rising aerosol mass the temperature anomaly in the lower stratosphere increases

as well (Fig. 4.9). From 1× to 2× Pinatubo the temperature increase is almost linear,
but for 4× Pinatubo saturation effects occur. For the 1x Pinatubo no difference in the
temperature anomalies is found between the two climate states. With increasing eruption
strength, the lower stratospheric warming in the tropics becomes larger under present
day than under preindustrial conditions.
The contrasting differences in the heterogeneous chemical reactions between preindus-

trial and present day are not responsible for this difference in the temperature increase.
As shown in Fig. 4.7 a for the present day 1x Pinatubo HET experiments, the chemical

130



4.5. Influence of the climate state and the eruption strength

JUL0 JAN1 JUL1 OCT1OCT0

●

●

●
●

●●

●●

●

●

●

●

●

●

●
●

●
●

●

●
●●

−1

0

1

2

2x

4x

contribution from DYN 
ozone changes

present day - pre-indiustrial

Te
m

pe
ra

tu
re

 a
no

m
 [K

]

APR1

Figure 4.10.: Solid lines: Tropical lower stratospheric (50 hPa) temperature differences between
present day and preindustrial in the full forcing ensemble experiments for the 2×
and 4× Mt Pinatubo eruptions. Dots indicate significant differences between the
two climate states. Dashed lines: Differences in the estimated temperature changes
due to the thermal and dynamical effects on the ozone chemistry (DYN) between
present day to preindustrial. The temperature effect of the dynamical and thermal
ozone changes is estimated by the differences in the temperature anomalies between
the O3 and HET ensemble experiments.

response in the present day atmosphere results in reduced ozone concentrations in the
lower and middle tropical stratosphere, which induces a slight cooling (Fig. 4.8 b). With
stronger eruptions the negative ozone and temperature anomalies are enhanced. For 2x
Pinatubo HET, e.g., the ozone changes cool the lower tropical stratosphere by almost 2◦C
during the first winter season after the eruption. In the preindustrial atmosphere ozone
reductions are simulated in the lower tropical stratosphere as well, but the anomalies
are weaker for all eruption strengths and the effect on the temperature is smaller (e.g.,
< 1◦C in PI2xPIN_HET).

Instead, the reason for the temperature difference is found in the DYN simulations.
Figure 4.10 shows the time series of the temperature differences between present day
and preindustrial for the tropical lower stratosphere (solid lines). The comparison is
made for the 2× and the 4× Pinatubo eruption and reveals again a stronger warming
in the present day climate without any pronounced differences between the two eruption
strengths. Furthermore, the temperature effect of the ozone changes due to dynamical
processes (∆TO3dyn

) is assessed, by the temperature differences between O3 and HET
(i.e., ∆TO3−∆THET). The difference of this effect between present day and preindustrial
is shown as dashed line in Figure 4.10 and shows a very similar behavior in terms of
the timing and the amplitude of the anomalies. Furthermore, the spatial structure of
the differences between the two anomalies nicely resembles the temperature differences
between the present Pinatubo and the preindustrial Pinatubo full forcing ensembles, for
the 2× and 4× forcing (not shown).

The cause for different ozone changes in DYN between present day and preindustrial
is found in the residual circulation anomalies. After the eruption a redistribution of
the ozone concentrations is induced by the circulation changes in the stratosphere with
lifting in the tropics and descending in the mid latitudes. Some of the ozone enriched air
from subtropical and mid latitudes is recirculated into the tropical lower stratosphere, as
depicted by the residual circulation anomalies for the 1× Pinatubo DYN experiments in
the present day atmosphere (Fig. 4.7 d). In the present day climate ozone concentrations
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Figure 4.11.: Vortex intensity: Zonal mean zonal wind at 60◦N and 10 hPa in (a) a present day
and (b) preindustrial climate state for eruptions with 1×, 2×, and 4× the size of
Mt Pinatubo. (c,d) Vortex index for the HET and DYN sensitivity experiments
for (c) present day and (d) preindustrial. For comparison, the climatological cycle
of the control ensemble is shown as dashed lines. Shading indicates the standard
deviation in the ensembles. Days with wind speed significant different from the
control (Student’s t-test, p ≤ 0.05) are indicated by dots in the bottom of each
panel (a,b). In (c) and (d) dots at the bottom indicate significant differences for
the DYN ensemble experiments, whereas the days with significant anomalies in
HET are indicated at the top of each panel. All values are smoothed by a 5 day
low pass. The start of the eruption is depicted by the vertical dashed line.

are reduced by more than 10 % in the lower tropical stratosphere, while the reduction in
the center of the ozone layer and at subtropical latitudes is lower. The net effect of the
circulation anomalies is therefore that the positive ozone anomalies in the lower tropical
stratosphere are larger in the present day climate than in the preindustrial climate state.
Ozone as absorber in the NIR consequently increases the heating in the lower tropical
stratosphere.

The difference in the temperature response between the two climate states is not
reflected in the dynamics of the polar vortex, expressed by ū60 the zonal mean zonal
wind component at 60◦N (Christiansen, 2001, 2005). For both climate states the vortex
is significantly stronger during the winter season in case of the 2× and the 4× Pinatubo
eruption (Fig. 4.11 a and b). Under preindustrial conditions, the 1× Pinatubo also leads
to a significant strengthening of the vortex in early winter. The difference between the
eruption strengths is however not always visible in the vortex intensity. For the second
winter after the eruption no significant differences in the vortex intensity can be found
for any climate state or eruption strength (not shown). The vortex intensification is
again mainly related to the DYN mechanism (Fig. 4.11 c and d). In the HET sensitivity
experiments no influence is found under preindustrial conditions. The present day vortex
is significantly weaker in all HET ensembles at the turn of the year, during the vortex
maxima. In late winter the vortex is stronger, but the intensification is not significant.
No difference is found between the eruption strengths for the HET mechanism.

The largest differences in the vortex intensities are found between the two control
ensemble simulations. Whereas the vortex does not differ substantially between the two
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climate states in the early winter season, the weakening of the vortex in later winter occurs
earlier in the present day ensemble simulations. This is related to the colder tropical
stratosphere in the present day ensembles, where the positive temperature gradient in
the middle stratosphere changes earlier to negative values. Compared to the differences
between the control ensembles, the behavior of the vortex for the different eruption
strengths is very comparable between the climate state.
In the troposphere the pressure pattern resemble the differences in the vortex intensities

(not shown). For the present day climate a stronger and highly significant NAO-like
pattern is simulated for the 2× and 4× volcanic forcing, with larger anomalies for the 2×
forcing due to the stronger polar vortex in late winter. In the preindustrial atmosphere
the anomalies are in general weaker, similar to the vortex anomalies relative to the
preindustrial control experiments. In case of the preindustrial 1× Pinatubo no anomalies
are found in the 500 hPa geopotential, but for the 2× and 4× eruption, significant
anomalies similar to Figure 4.6 a are found.
For the winter warming pattern, none of the 6 ensembles resembles a similar response

as found in ERA Interim. Even in case of the 4× Pinatubo forcing the response is
weaker than in the reanalysis in preindustrial and in present day. Nevertheless, positive
anomalies in northern Scandinavia are found in several of the ensemble experiments with
stronger warming pattern for increasing eruption strengths. In general, the response of
the surface temperatures is more pronounced in the present day ensembles than in the
preindustrial simulations, similar to the vortex anomalies. However, only in one case,
in the present day 2× Pinatubo, where the largest pressure anomalies are found, the
positive temperature anomaly in northern Europe is highly statistically significant.

4.6. Discussion and Conclusions

This study addresses the role of ozone on the dynamic response after a tropical vol-
canic eruptions, the underlying mechanisms for the ozone changes, and the influence of
the climate state and the eruption strengths. In agreement with previous studies (e.g.,
Rosenfield et al., 1997; Rozanov et al., 2002) we find that the response in the tropics is a
combination of dynamical processes (DYN), caused by the warming effect of the aerosols,
and heterogeneous reactions on the aerosol surfaces (HET). The DYN effect is typically
very fast and weakens about one year after the eruption. In our simulations it is the
dominant process for the tropical ozone changes with influences on the mid latitudes and
is almost independent of the climate state. Larger eruptions strengthen the dynamic
effect.
A caveat of this study is the overestimated warming in the tropical stratosphere, which

probably also leads to an overestimation of the dynamical effect and the resulting ozone
changes. This needs to be considered, when interpreting the results of the DYN exper-
iments. Arfeuille et al. (2013) discussed possible reasons for this and concluded that it
is unlikely due to an error in the forcing for most models. Here, it is likely a combina-
tion of both a SOCOL related and volcanic forcing related overestimations. Indeed, the
forcing being derived from an aerosol model, it does not include satellite observations.
It hence present in some regions larger biases in the altitude/latitude/size distribution
of the aerosols. For comparison, we also perform two simulations forced by realistic
satellite based aerosol concentrations for the Mt Pinatubo eruption (SAGE_4λ in Ar-
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feuille et al., 2013). In these simulations (not shown) the stratospheric warming is still
overestimated (maximum temperature anomalies to Control: 6.6◦C), although less pro-
nounced. However, the focus of our study is on processes that govern the ozone response
and their influences on the dynamic perturbation in the stratosphere for different climate
states and eruptions larger than any eruption observed by satellites. Therefore, the AER
model is used here, which allows the consistent generation of idealized forcings and takes
micro-physical processes, e.g. aerosol coagulation, into account. Furthermore, we would
like to emphasize that the temperature anomaly at 50 hPa is a very specific parameter.
At other levels, in particular in the sensitive tropical tropopause region (100 hPa) the
response in SOCOL is improved in comparison to other GCMs. Another caveat is that
we have no coupling between aerosol transport and dynamical response. The increase
in aerosol absorption, which changes the stratospheric dynamics does not influence the
aerosol distribution. Here the same, Pinatubo 1×-influenced, transport is used.
The response in the HET ensemble simulations clearly differs between the two climate

states considered, in a preindustrial atmosphere the chemical effect is very weak, whereas
it is pronounced and globally visible under present day conditions. This effect has also
been simulated earlier, using simpler models (e.g., Tie and Brasseur, 1995; Shindell et al.,
2003). In a present day atmosphere heterogeneous reactions have the highest influence
in the high latitudes in particular during winter and spring. In general, the HET changes
are slower than the changes due to DYN processes, but the influence lasts longer. In a
decomposition experiment analyzing the HET effect of the Mt Pinatubo eruption under
present day conditions, significant influences on the global mean column ozone abundance
occur first about sixth months after the eruption, but remain significant for more than
two years, whereas the dynamical effect significantly affects the column ozone abundance
for approximately one year. The eruption intensity mainly modulates the amplitude and
the duration of the ozone depletion due to chemical processes in the polar stratosphere,
leading to stronger and more persistent negative ozone anomalies for larger eruptions.
The expected dynamical response to the eruption is an intensification of the polar

vortices and in particular for the NH a downward propagation of the anomalies to the
troposphere, which supports positive phases of the NAO or AO. Although the model
simulates a realistic intensification of the northern polar vortex, the downward prop-
agation into the troposphere is too weak, as the comparison to observations for the
1991 Mt Pinatubo eruption shows. For the moment it is unclear why the stratosphere-
troposphere coupling is underestimated. Anet et al. (2014) performed simulations for the
Dalton Minimum with SOCOL-MPIOM and assessed the role of different forcings for the
tropospheric climate. They also found an underestimation of the top-down mechanism
for the volcanic and the UV forcing and suggested model deficits in the wave generation
or propagation.
The intensification of the northern polar vortex is primarily driven by the DYN mech-

anism. Heterogeneous reactions considered in HET, however, lead to a slight but signif-
icant weakening of the vortex in mid winter and a (insignificant) strengthening in late
winter in a present day atmosphere. The weakening is related to positive (negative) ozone
anomalies in the northern polar (tropical) stratosphere in the first winter that dampen
the meridional temperature gradient. This effect is large enough to be visible in the full
forcing ensembles, in particular for larger eruption sizes, but limited to a few weeks in
mid winter. Still, either due to deficits in the stratosphere-troposphere coupling or due
to low signal-to-noise ratio the dynamic imprint of the chemical effect is not visible in
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the tropospheric anomalies. The general findings for the dynamic effect of the ozone
changes due to heterogeneous reactions, however, are in agreement with an earlier study
by Stenchikov et al. (2002) and Shindell et al. (2003) who reported a weakening of the
positive AO phase in winter and a strengthening in late winter. This effect is not found
for the preindustrial climate state (Shindell et al., 2003).
We conclude that the DYN effect of the aerosols in the tropical stratosphere is the

dominant effect for the dynamical perturbations and finally also for the winter warming
pattern in the NH, even if the overestimation of the response is taken into account. For
present day, a small weakening of this mechanism is found due to heterogeneous chemical
reactions. However, this response is probably dominated by the different concentrations
of ozone depleting substances and is therefore expected to disappear with the recovery of
stratospheric ozone concentrations in the 21th century (Austin and Wilson, 2006; Eyring
et al., 2007; Austin et al., 2010). This study did not address the relative importance of
the ozone changes and the GHG concentrations for the differences between the present
day and the preindustrial climate state. Also the season during which the eruption occurs
(e.g., Mignot et al., 2011) and the QBO phase (e.g., Thomas et al., 2009) may modulate
the dynamic response of the climate system. These questions remain open and need to
be addressed in follow-up studies.
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Chapter 5.

Outlook

The aim of this thesis was to explore interactions between the physical and the chem-
ical components of the climate system in various case studies. In particular, the role
of different external forcings and their interactions with the atmospheric chemistry for
climate variability and climate change in the past and the future was addressed. There-
fore, the CCM SOCOL was coupled to the ocean model MPIOM. The scientific questions
were addressed using a number of sensitivity studies for different forcings and long-term
simulations for the period 1600-2000 AD as well as simulations for the 21th century.
This thesis shows that ozone chemistry modulates the dynamic response of large vol-

canic eruptions and that the response is sensitive to the climate state and the eruption
strengths (Muthers et al., 2014a,c). Additionally, a grand solar minima has been simu-
lated with interactive chemistry in a future simulation for the 21th century (Anet et al.,
2013b). While the effect of the solar minimum on the temperature trends is comparable
to earlier studies, we could show that a future grand solar minima is expected to signif-
icantly delay the recovery of the stratospheric ozone concentrations. However, the open
questions remain whether and how the atmospheric chemistry modulates the response
of the climate system to a grand solar minima and whether the response differs between
climate states.
Although the model has been proven useful in several simulations, a number of issues

remain, which should be improved in the future. SOCOL-MPIOM is characterised by a
high climate sensitivity in comparison to most CMIP5 models (Muthers et al., 2014b).
The atmospheric chemistry has been found to reduce the sensitivity slightly by a negative
feedback of the ozone chemistry in agreement with earlier results from Dietmüller et al.
(2014). The imprint of the high sensitivity is clearly visible in the simulated transient
temperature increase during the industrial period, where the GHG induced temperature
increase is further amplified by additional forcings. Further analysis should explore the
reasons for the high climate sensitivity of the model. An identification of underlying
mechanisms, e.g. the role of clouds or convective mixing for the sensitivity (compare
Webb et al., 2013; Sherwood et al., 2014), could be used to tune SOCOL-MPIOM towards
a lower sensitivity. Furthermore, experience from the MPI-ESM with ECHAM6 could be
used to improve the model (Mauritsen et al., 2012). Additionally, the simulated trends
in the ozone chemistry during the 20th century and the small differences between the two
solar forcings during the same period need further validation.
The sensitivity of SOCOL-MPIOM to non-GHG forcings has not been quantified so

far. In several modelling studies (e.g., Hansen et al., 1997; Joshi et al., 2003; Cai and
Tung, 2012), the differences in the models sensitivities to CO2, solar, and ozone has
been found to be small in comparison to the differences between the models. Still,
depending on the spatial pattern of the forcing, response can be substantially different
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(Joshi et al., 2003; Shindell, 2014). So far, the sensitivity to non-GHG forcings has been
analysed only in GCMs without interactive chemistry. With increasing solar forcing the
stratospheric chemistry is expected to react to the increasing UV radiation by enhanced
ozone production, which adds an additional positive RF to the surface temperatures. On
the other hand, however, the temperature increase is also expected to strengthen the
BDC, which might reduce ozone in the lower tropical stratosphere with negative effect
on the radiation balance. Two counteracting feedbacks of the chemistry are therefore
possible. Results from the sensitivity simulations for the DM (Anet et al., 2013a, 2014)
suggest that the direct effect of the ozone to the UV changes may dominate and lead
to a slight amplification of the temperature response. In a next step the sensitivity of
SOCOL-MPIOM to the solar forcing will be addressed in simulations with continuously
or abrupt TSI increases, similar to the CO2 sensitivity experiments.
The model configuration without interactive chemistry used throughout this thesis

lacks a parametrization of the absorption of O2 and O3 in specific UV intervals. This
parametrization is already implemented in the model with interactive chemistry (follow-
ing Egorova et al., 2004) and should be adapted to reduce the differences between both
configurations.
Another issue involves the stratosphere-troposphere coupling in SOCOL-MPIOM. Re-

sults presented in Chapter 3 indicate a reasonably coupling of wind anomalies between
stratosphere and troposphere. However, in Chapter 4 and A.3 the coupling is found to be
too weak in comparison to observations or earlier model simulations. With the current
statistical definition of coupling events these differences in the results can not be ex-
plained. Consequently, a process-based understanding of couplings and the parametriza-
tion used in the model is needed to understand the differences.
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[1] We investigate the effects of a recently proposed
21st century Dalton minimum like decline of solar activ-
ity on the evolution of Earth’s climate and ozone layer.
Three sets of two member ensemble simulations, radiatively
forced by a midlevel emission scenario (Intergovernmental
Panel on Climate Change RCP4.5), are performed with
the atmosphere-ocean chemistry-climate model AOCCM
SOCOL3-MPIOM, one with constant solar activity, the
other two with reduced solar activity and different strength
of the solar irradiance forcing. A future grand solar
minimum will reduce the global mean surface warming
of 2 K between 1986–2005 and 2081–2100 by 0.2 to
0.3 K. Furthermore, the decrease in solar UV radiation leads
to a significant delay of stratospheric ozone recovery by
10 years and longer. Therefore, the effects of a solar
activity minimum, should it occur, may interfere with inter-
national efforts for the protection of global climate and
the ozone layer. Citation: Anet, J. G., et al. (2013), Impact
of a potential 21st century “grand solar minimum” on surface
temperatures and stratospheric ozone, Geophys. Res. Lett., 40,
4420–4425, doi:10.1002/grl.50806.

1. Introduction
[2] Model simulations of 21st century climate undertaken

under the CMIP5 project [e.g., Knutti and Sedláček, 2012]
show global temperature increases of 1 ˙ 0.4 K for the
RCP2.6 scenario, 1.8 ˙ 0.5 K for RCP4.5, 2.2 ˙ 0.5 K for
RCP6.0, and 3.7 ˙ 0.7 K for RCP8.5 (Representative Con-
centration Pathways) [e.g., van Vuuren et al., 2011]. The
ranges reflect intermodel differences for a given scenario
but do not include uncertainties in future natural forcings.
In the CMIP5 protocol, volcanic effects are assumed to be
negligible and solar activity is chosen to mimic the last
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solar cycle. Recently, the possibility of a future grand solar
minimum was proposed to occur in the 21st century [Abreu
et al., 2010; Lockwood et al., 2009; Steinhilber and Beer,
2013]. The cooling associated with a potential solar activity
decline might have implications for global warming, atmo-
spheric dynamics, weather patterns, and air chemistry, in
general, and for stratospheric ozone, in particular. Studies
using different climate models and scenarios of solar activ-
ity changes [Feulner and Rahmstorf, 2010; Rozanov et al.,
2012a; Meehl et al., 2013] concluded that global warming
could be partially compensated by about 0.25 to 0.5 K.

[3] Uncertainties in the magnitude of the solar contribu-
tion are partially related to different experimental designs:
Feulner and Rahmstorf [2010] used a model of intermediate
complexity with a simplified treatment of the stratospheric
processes and obtain a reduction of the warming by 0.26 K.
They adopted the greenhouse gas emissions following the
Special Report on Emissions Scenarios A1B and applied
solar activity changes without spectral resolution via a total
solar irradiance (TSI) decrease by 0.08% and 0.25%. Result-
ing changes in ocean and land surface temperatures affect
the entire atmosphere via the hydrological cycle. This mech-
anism is known as the bottom-up mechanism [e.g., Gray
et al., 2010]. On the other hand, the efficiency of the top-
down mechanism [e.g., Gray et al., 2010] was probably
underestimated because of the very low changes in the
middle atmosphere induced by the small amplitude of the
ultraviolet (UV) part of the spectrum and of the missing
energetic particles. To overcome this shortcoming, Rozanov
et al. [2012a] applied the chemistry-climate model solar-
climate-ozone links (CCM SOCOL) in the time slice mode
driven by the changes of energetic particle precipitation and
spectral solar irradiance (SSI) taken from the reconstructions
by Shapiro et al. [2011] for Dalton minimum conditions.
However, these simulations were performed without inter-
active ocean. Meehl et al. [2013] used the atmosphere-ocean
chemistry-climate model (AOCCM) WACCM driven by a
TSI drop by 0.25% during 50 years in the middle of the
21st century using the RCP4.5 emission scenario and with an
SSI decrease constructed by scaling of the solar irradiance
from the Naval Research Laboratory spectral solar irradi-
ance (NRLSSI) data [Lean et al., 2005]. They obtained a
reduction of global warming by 0.24 K. There is presently
a lively discussion of the very uncertain SSI variations over
the recent past solar cycles [Haigh et al., 2010; Lean and
DeLand, 2012]. As Meehl et al. [2013] prescribed –0.25%
less irradiance in the entire spectrum by taking the mean
of the 1975, 1986, and 1996 solar minimum values of the
NRLSSI data of Lean et al. [2005], the overall drop in
UV is weaker than in the Shapiro et al. [2011] forcing,
thus reducing the magnitude of the top-down mechanism.
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Shapiro et al. [2011] assumed that the minimum state of the
quiet Sun in time corresponds to the observed quietest areas
on the present Sun, which they represented by the “model of
faint supergranule cell interior” from Fontenla et al. [1999].
The resulting amplitudes of their secular solar irradiance
change is larger than the other recently published estimates
(see, e.g., discussion in Lockwood [2011]). This influence
should be clearly seen in the ozone response and probably
in the winter time temperature but not much in the annual
mean temperatures.

[4] The potential drop in the solar UV activity can sub-
stantially affect the ozone layer [Anet et al., 2013], which
in turn affects stratospheric temperature, circulation, tropo-
spheric climate, and the UV intensity reaching the ground.
The implications of a solar activity decline for the expected
stratospheric ozone recovery later in this century [WMO,
2011] have not yet been considered in the literature. Here we
analyze the influence of a strong UV decrease [Shapiro et al.,
2011] and the concomitant changes in energetic particles
on climate and global ozone. We use the results of tran-
sient 100 year long ensemble simulations with the AOCCM
SOCOL-MPIOM (Max Planck Institute ocean model). The
model is driven by three scenarios of the future spectral solar
irradiance, each with two members with identical anthro-
pogenic forcing (RCP4.5) [see van Vuuren et al., 2011]. It
uses a comprehensive middle-atmospheric chemical scheme
and a fully coupled deep ocean. Compared to Meehl et al.
[2013], the applied solar forcing is much stronger in the UV
spectrum and lasts for a longer time, because grand minima
usually last for 70 to 110 years. Moreover, we improve the
approach of Meehl et al. [2013] keeping the 11 year solar
cycle and decreasing the solar irradiance slowly to the new
minimum, making it more realistic.

2. Model Description and Experimental Design
[5] The experiments are run with the AOCCM SOCOL-

MPIOM which emerges from the CCM SOCOL version 3
[Stenke et al., 2012] coupled to the Max Plank Institute
ocean model [Marsland et al., 2003] using the OASIS3
coupler [Valcke, 2013]. The CCM SOCOL v3 is based
on the global climate model ECHAM5 [Roeckner et al.,
2003] and includes the chemical module MEZON (model
for evaluation of ozone trends). The model is used in the
middle atmosphere (MA) mode and does not include inter-
active vegetation. MA-ECHAM5 hands over temperature
and tracer fields to MEZON, which calculates chemical
transformations of 41 gas species participating in 200 gas
phase, 16 heterogeneous, and 35 photolytic reactions. The
resulting tendencies of chemical species are then returned
to MA-ECHAM5. Our experiments are performed with T31
spectral resolution, which equals to an average grid space of
3.75ı (� 400 km). In vertical direction, the model domain
is divided into 39 layers from the ground to 0.01 hPa. For
more details, see Stenke et al. [2012].

[6] Three experiments are carried out, each consisting of
two 100 year long simulations. The only difference between
the experiments is the solar forcing. One experiment, named
henceforward CONST, is forced by a perpetual repetition
of the solar cycles 22 and 23 until the year 2100. The
second and third experiments, thenceforth called WEAK and
STRONG, follow the scenario of an oncoming grand solar
minimum reaching its minimum in 2090, with TSI being 4

Figure 1. Globally averaged surface air temperature evolu-
tion for CONST (red), STRONG (blue), and WEAK (green)
smoothed with a full width half maximum Gaussian filter
over 24 months. Spread of the two runs per experiment
is illustrated as pastel envelope. Anomalies (in Kelvin) are
shown relative to the averaged 1986–2005 temperatures.
Grey curve: total solar irradiance anomaly relative to the
average TSI of the 1995–2005 period following Shapiro
et al. [2011]. Orange vertical lines: years of hypothetical
volcanic eruptions.

and 6 W/m2 lower in WEAK and STRONG, respectively,
as compared to CONST. In Figure 1, the grey curve shows
the deviation of the total solar irradiance from the 1995–
2005 averaged value [Shapiro et al., 2011]. The oscillation
shows the underlying 11 year solar cycle. These quantities
are further used as proxies to calculate the future evolution
of the SSI, the Ap index (describing the geomagnetic activ-
ity) and the ionization rate by galactic cosmic rays, which
are necessary to drive the model [Rozanov et al., 2012b].
The 4 and 6 W/m2 lower TSI in WEAK and STRONG rep-
resent TSI decreases of 0.3% and 0.45%, respectively. The
corresponding maximum changes of the spectral irradiance
for the different bands of the ECHAM5 radiation code in
WEAK are –10% for 180–250 nm, –1.5% for 240–440 nm,
–0.2% for 440–690 nm, +0.01% for 690–1190 nm and 1190–
2380 nm, and –0.03% for 2380–4000 nm (Figure S1 of
the supporting information). The SSI changes for STRONG
are larger by roughly a factor 1.5. All simulations start
from the year 2000. WEAK and STRONG are initialized
by restart files for this year from four 400 year long tran-
sient simulation starting from 1600, while CONST was
branched from two of the 400 year long transient simula-
tions at the year 2000. The concentrations of greenhouse
gases (GHGs), ozone destroying substances (ODSs), as well
as anthropogenic NOx and CO emissions are set follow-
ing the CMIP5 RCP4.5 scenario. The tropospheric aerosols
are adapted from CAM3.5 simulations with a bulk aerosol
model driven by CCSM3 (CMIP4) sea surface temperatures
and the 2000–2100 CMIP5 emissions (S. Bauer, personal
communication, 2011). Stratospheric aerosols were kept at
background levels excepted for four assigned volcanic erup-
tions (a Fuego-like volcanic eruption in 2024, a smaller
volcanic eruption in 2033, an Agung-like volcanic eruption
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Figure 2. (a) Surface air temperature difference between STRONG and CONST, averaged over the ensemble members
in the 2081–2100 period. (b) Total column ozone difference between STRONG and CONST, averaged over the ensemble
members in the 2081–2100 period. Stippling denotes the areas where the differences are statistically significant at the 5%
level using a t test.

in 2060, and another smaller volcanic eruption in 2073, [see
Arfeuille et al., 2013]).

3. Results
[7] All runs follow a distinct warming path, yielding

1.96˙0.12 K (CONST), 1.75˙0.14 K (WEAK), and 1.61˙
0.12 K (STRONG) change in the global annual mean surface
temperature, averaged over the 2081–2100 period relative to
the 1986–2005 reference period, respectively (Figure 1). The
results of CONST is in a good agreement with the CMIP5
RCP4.5 multimodel mean global warming of 1.8 K [Knutti
and Sedláček, 2012]. While the warming trend of 0.24 ˙
0.04 K/decade is very similar in all simulations from 2000
to 2045, the model projects a clear separation thereafter.
While WEAK develops a reduced warming rate of 0.09 ˙
0.04 K/decade for the second half of the century, STRONG
enters a reduced warming phase of 0.08 ˙ 0.04 K/decade
until the end of the century. Similar to WEAK, CONST
shows a transition to a weaker warming rate phase of 0.11˙

0.03 K/decade. The decrease of the global warming rate after
2045 in CONST is related to the declining CO2 and CH4
emission rates according to RCP4.5. The 2081–2100 mean
temperatures are 0.21 ˙ 0.26 K higher in CONST than in
WEAK and 0.35 ˙ 0.24 K higher than in STRONG. The
decelerated global-averaged warming is comparable to the
results of Meehl et al. [2013] and also compares well to
the simulation with strong solar forcing (–0.25% in TSI) of
Feulner and Rahmstorf [2010]. In our simulations, the major
volcanic eruptions in 2023 and 2060 lead to a pronounced
decrease in global temperatures right after the events, but
temperatures recover in 2–5 years time. The two smaller
eruptions have no detectable effect on temperatures. The
simulated patterns of GHG warming are in good agree-
ment with the results of other models [Meehl et al., 2005;
Washington et al., 2009; Knutti and Sedláček, 2012]
(Figure S2). The temperature difference between the period
2081–2100 and 1986–2005 of CONST shows the most
pronounced positive differences over the Arctic due to
polar amplification [e.g., Serreze and Barry, 2011]. Other
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Figure 3. Timing of the total ozone column return date in the AOCCM SOCOL-MPIOM. Contours illustrate years of the
simulation, in which the total ozone concentration shown on the abscissa is restored, similar to Figure 19 of Austin et al.
[2010]. (a) Mean of CONST. (b) Mean of STRONG. Ozone column has been averaged with a running mean over 11 years
(boxcar). White areas highlight ozone levels which are predicted not to recover to pre-2000 values before 2100. Reference
ozone data are provided by the pre-2000 simulations.

strong temperature differences are found over Central
Southern America, South Africa, the Himalayan region,
and Australia.

[8] Figure 2a shows the differences in the regional pattern
of surface air temperatures between STRONG and CONST
for the period 2081–2100. The drop in solar activity leads
to a significant cooling in the equatorial region and over
most of the northern high latitudes. Due to the albedo
effect from a positive sea ice anomaly, the northern polar
region is cooled by up to 1 K, while the cooling over
the southern polar region is less pronounced. The North
Atlantic region reacts with a warming due to a 2 Sv stronger
reduction of the Atlantic meridional overturning circulation
in CONST compared with STRONG. The reason for this
reduction is the stronger external forcing in CONST and
maybe also a change in the stratosphere-troposphere cou-
pling as suggested by Reichler et al. [2012]. Clearly, this
needs a more detailed analysis and is beyond the scope
of this study. A cooling of up to 0.4 K takes place over

large parts of the Pacific, Atlantic, and Indian Oceans. The
boreal winter pattern averaged over the same period of time
(Figure S3) shows an overall similar pattern as the annual
mean, although the cooling over the northern polar region is
stronger and temperature anomalies reach up to –1.4 K. The
warming signal in the eastern part of the Antarctic Peninsula
gets larger due to the sea ice melting process being stronger
in CONST, leading to lower salinities. The patterns look
very similar when comparing CONST to WEAK, just that
the amplitudes of the temperature changes are smaller and
less significant (see Figure S4). Overall, a stronger cooling
signal over land is evident especially over the Arctic region
compared to Meehl et al. [2013] due to a stronger solar
forcing.

[9] The well-known pattern of recovery of the ozone layer
[e.g., WMO, 2011] is shown in Figure S5. Up to 33 Dobson
unit (DU) more ozone over the northern polar region and up
to 56 DU more ozone in the southern polar region is modeled
in CONST by the end of this century compared to levels
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of the reference 1986–2005 period. However, the equatorial
region and the subtropics of both hemispheres show much
smaller or even slightly negative changes around 0 to –4 DU
due to the increase of the meridional circulation in the future
[e.g., WMO, 2011].

[10] The differences in the total column ozone averaged
over the last 20 years of the 21st century between STRONG
and CONST are depicted in Figure 2b. Over all regions of
the world, the model simulates a highly significant decrease
of ozone (Student’s t test on the 1% significance level). The
decrease is stronger over the midlatitudes than over the polar
and equatorial regions, reaching negative total ozone column
anomalies of up to –20 DU. Additionally, the equatorial
region experiences loss of ozone of –12 DU on average,
while the southern polar region suffers the smallest decrease
of –8 DU. Over the northern polar region, a loss of –17 DU
on average is simulated. The overall effect, illustrated in
Figure S6, shows the changes in total ozone column reached
by the end of the century in STRONG compared to the
1986–2005 reference period.

[11] Figure 3 shows the return date of the zonally aver-
aged total column ozone compared to pre-2000 levels in
CONST (Figure 3a) and STRONG (Figure 3b). While in
CONST, nearly full recovery to the 1960 levels is reached
in the extratropics and the poles, STRONG allows the total
column ozone not even to reach the 1975 levels over the
large areas of the northern subtropics, equatorial regions, and
southern hemisphere. The recovery to the preseventies lev-
els at the poles illustrated in Figure 3b thus sets in much later
than in CONST.

4. Conclusions
[12] The facts that during the past 10,000 years, about

20 grand solar minima occurred, and that the past decades
correspond to a long-lasting solar maximum make, it is
very likely that a new grand minimum will occur. Spectral
extrapolation indicates that it is likely that this minimum
will occur within the next decades. However, it is not
possible to predict whether it will be a Dalton or a Maunder
minimum type.

[13] Yet, by assuming a Dalton minimum type solar min-
imum, we show in agreement with Meehl et al. [2013] that
although the solar minimum results in a reduced global
warming, it cannot compensate continuing anthropogenic
impacts. Still, the modeled temperatures averaged over the
last 20 years of the 21st century are lower by up to 0.3 K—
depending on the details of the solar minimum scenario—
than the runs with solar constant forcing. Since the duration
of the grand minimum assumed in the present work is longer
than that of Meehl et al. [2013], the apparent weakening of
the global warming is more pronounced. Yet, this should
not distract from the fact that the general warming is due to
anthropogenic emissions and that the grand minimum can at
best lead to an episodic reduction of the warming.

[14] Significant cooling pattern changes between the work
of Meehl et al. [2013] and this one might be due to a stronger
decrease in the UV spectrum—leading to a more important
cooling especially over the Arctic region. In a future work,
we will perform sensitivity experiments to investigate the
contribution of the top-down mechanism to the temperature
anomaly in the Arctic region.

[15] Although the magnitude of the solar variability is still
poorly constrained [see, e.g., Judge et al., 2012; Solanki
and Unruh, 2013; Shapiro et al., 2013] and remains a
bottleneck for the climate studies, this study shows evi-
dence that the strong decrease in UV radiation and in the
photolysis rates leads to a significant decrease of ozone espe-
cially in the tropics. This reduction in UV slows down or
even cancels the recovery of the ozone column, depend-
ing on the region. Moreover, due to the net decrease of the
UV-absorbing ozone, photoactive radiation between 300 and
320 nm could be enhanced especially over the tropics and
subtropics (40ıS–40ıN) during a future grand solar mini-
mum. This could possibly increase the risk of skin cancer
and other diseases [Setlow, 1974] in WEAK and STRONG
with respect to CONST—and also to present conditions.
Future work is needed to investigate the change in erythemal
radiation in order to specify health effects.
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Supplementary material

Figure S1.: Evolution of the spectral solar irradiance following Shapiro et al. (2011), split into
the six ECHAM5 radiation bands.

Figure S2.: Surface air temperature differences between CONST (2081-2100) and the reference
period (1986-2005). Stippling: Differences significant based on a t-test with al-
pha=5%.
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Figure S3.: 2m Temperature differences between STRONG and CONST (2081-2100) for the DJF
season. Stippling: Differences significant based on a t-test with alpha=5%.

Figure S4.: Surface air temperature differences between WEAK and CONST, averaged over the
ensemble members in the 2081-2100 period. Stippling: Differences significant based
on a t-test with alpha=5%.



Figure S5.: Difference in total column ozone between CONST (2081-2100 period) and the refer-
ence period (1986-2005). Only areas which are significantly different on a 5% t-test
are colored.

Figure S6.: Difference in total column ozone between STRONG (2081-2100 period) and the ref-
erence period (1986-2005). Only areas which are significantly different on a 5% t-test
are colored.
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Abstract. The response of atmospheric chemistry and dy-
namics to volcanic eruptions and to a decrease in solar ac-
tivity during the Dalton Minimum is investigated with the
fully coupled atmosphere–ocean chemistry general circu-
lation model SOCOL-MPIOM (modeling tools for studies
of SOlar Climate Ozone Links-Max Planck Institute Ocean
Model) covering the time period 1780 to 1840 AD. We car-
ried out several sensitivity ensemble experiments to separate
the effects of (i) reduced solar ultra-violet (UV) irradiance,
(ii) reduced solar visible and near infrared irradiance, (iii) en-
hanced galactic cosmic ray intensity as well as less intensive
solar energetic proton events and auroral electron precipita-
tion, and (iv) volcanic aerosols. The introduced changes of
UV irradiance and volcanic aerosols significantly influence
stratospheric dynamics in the early 19th century, whereas
changes in the visible part of the spectrum and energetic
particles have smaller effects. A reduction of UV irradiance
by 15 %, which represents the presently discussed highest
estimate of UV irradiance change caused by solar activity
changes, causes global ozone decrease below the stratopause
reaching as much as 8 % in the midlatitudes at 5 hPa and a
significant stratospheric cooling of up to 2◦C in the mid-
stratosphere and to 6◦C in the lower mesosphere. Changes
in energetic particle precipitation lead only to minor changes
in the yearly averaged temperature fields in the stratosphere.
Volcanic aerosols heat the tropical lower stratosphere, al-
lowing more water vapour to enter the tropical stratosphere,

which, via HOx reactions, decreases upper stratospheric and
mesospheric ozone by roughly 4 %. Conversely, heteroge-
neous chemistry on aerosols reduces stratospheric NOx, lead-
ing to a 12 % ozone increase in the tropics, whereas a de-
crease in ozone of up to 5 % is found over Antarctica in bo-
real winter. The linear superposition of the different contri-
butions is not equivalent to the response obtained in a sim-
ulation when all forcing factors are applied during the Dal-
ton Minimum (DM) – this effect is especially well visible
for NOx/NOy. Thus, this study also shows the non-linear be-
haviour of the coupled chemistry-climate system. Finally, we
conclude that especially UV and volcanic eruptions dominate
the changes in the ozone, temperature and dynamics while
the NOx field is dominated by the energetic particle precipi-
tation. Visible radiation changes have only very minor effects
on both stratospheric dynamics and chemistry.

1 Introduction

The fourth assessment report of the Intergovernmental Panel
on Climate Change (Forster et al., 2007) noted that while the
scientific understanding of the greenhouse gas (GHG) emis-
sions and volcanic effects on climate is rather high, this is
not the case for changes in solar activity. The combined forc-
ings of GHG and tropospheric aerosols is predicted to in-
crease until possible stabilization is reached in the second
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half of the 21st century. The volcanic effect is unpredictable.
Concerning solar activity, it is hypothesized that solar ac-
tivity will – after a long period of high activity – drop to
a new grand minimum in the 21st century (Abreu et al., 2008,
2010; Lockwood et al., 2011b; Steinhilber and Beer, 2013).
Given this, an assessment of periods in the past containing
grand solar minima is helpful to understand the mechanism
and its implications. As an example, the Dalton Minimum
(DM) was a time period lasting from 1790 to 1830 which
was characterized by a significant cooling in Europe (Luter-
bacher et al., 2004) and the extratropical Northern Hemi-
sphere (Ljungqvist, 2010; Auchmann et al., 2012). This un-
usually cold time coincides with the period of very low so-
lar activity as expressed in low sunspot numbers (Hoyt and
Schatten, 1998) and high volcanic activity due to two ma-
jor volcanic eruptions in 1809 and in 1815. The exact causes
of this cooling are not well defined. Some part of it can be
explained by downward-propagating stratospheric perturba-
tions (e.g. Ineson et al., 2011). We thus decided to study this
period and address the solar and volcanic effects on strato-
spheric climate and chemistry. Up to now, studies of the DM
were done to a major part with climate models with cou-
pled interactive oceans. The novelty of our experiment set-
ting was to include interactive chemistry to a GCM coupled
with a deep layer ocean. We succeeded thus to include the
most important natural forcing in a climate model simulation
during the DM: (a) solar irradiance changes, which can be
decomposed into the ultraviolet (UV), visible and infrared
(IR) parts of the spectrum, (b) explosive tropical volcanic
eruptions and (c) energetic particle precipitation (EPP).

Solar activity has been monitored for a long time (Wolf,
1861; Hoyt and Schatten, 1998). The influence of the Sun on
time scales of up to hundreds of years can first be divided
into two temporal classes; there is a regular, well established
11 yr cycle (Wolf, 1861; Schwabe, 1844) – which can vary
in its intensity – and, on a longer time scale, there are grand
minimum and maximum states of the solar activity.

Solar influence can be further classified in terms of where
its largest effects can be observed in the Earth’s atmosphere.
This is strongly linked to the part of the spectrum with the
largest variability. Kodera and Kuroda (2002) investigated
the effects of the 11 yr solar cycle on atmospheric dynamics,
focusing on the UV part of the spectrum. Their work suggests
a downward propagation of the response in the middle atmo-
sphere caused by heating through UV absorption and ozone
increase. In solar active conditions, this additional heating
leads to an increasing pole-to-equator temperature gradient,
influencing also the stratospheric zonal winds (Kodera and
Kuroda, 2002). This process is known as the top-down mech-
anism (e.g. Meehl et al., 2009; Gray et al., 2010). A different
aspect is to focus rather on the visible spectrum and to fol-
low a bottom-up approach (Meehl et al., 2009): during active
solar conditions, more evaporation occurs in the subtropics.
This in turn leads to an increase in the precipitation amount,
which accelerates the Hadley and Walker cells (Labitzke

et al., 2002), finally leading to ENSO-like (El Niño-Southern
Oscillation) anomalies and influencing stratospheric circula-
tion. Using reconstructions of the solar irradiance like the
ones from Lean et al. (1995), these two processes have been
studied extensively in recent years using models of different
complexity (see Gray et al., 2010 and references therein).

The fact that volcanoes can influence global climate has
already been recognized in Franklin (1784) and Milham
(1924). While Franklin (1784) mainly focused on the effect
on the troposphere, which, after the Lakagigar (Laki) erup-
tion, was polluted by a large amount of particles, partly lead-
ing to a constant haze, Milham (1924) focused on the Tamb-
ora eruption and the uncommon weather pattern following
the eruption. In the twentieth century, partly because of four
major volcanic eruptions (Agung in 1963, Fuego in 1974, El
Chichón in 1982, Pinatubo in 1991), more intense scientific
research was done. This research focusing especially on the
radiative effects of stratospheric aerosols (see Hansen et al.,
1992; Stenchikov et al., 1998; Robock, 2000, and references
therein). The plume of powerful volcanic eruptions reaches
the stratosphere (Halmer et al., 2002). There, SO2 is trans-
formed, through a number of chemical reactions, to sulfate
aerosols. Aerosols at lower stratospheric altitudes (Whitten
et al., 1980) are mostly spherical (Tratt and Menzies, 1994)
and reflect part of the incoming solar short-wave radiation
back to space. On the other hand, sulfate aerosol absorb ther-
mal radiation. The aerosol particles also provide a medium
for heterogeneous reactions facilitating the removal of reac-
tive nitrogen oxides and the activation of halogen radicals.
Thus, volcanic aerosols are important for both radiative and
chemical processes in the atmosphere.

Reconstructions of the volcanic forcing (Gao et al., 2008)
have been used to model past and present-day influences of
volcanic events on the global climate. Generally, following
observations and modelling studies, while the lower strato-
sphere is heated by absorption of infrared radiation by the
aerosols, the troposphere and the surface usually experience
a significant cooling after major volcanic eruptions (Dutton
and Christy, 1992; Minnis et al., 1993; Stenchikov et al.,
1998; Arfeuille, 2012). The interaction with chemistry is
more complex due to the effects of enhanced halogen load-
ing in modern times (Tie and Brasseur, 1995). In a clean
preindustrial atmosphere, a significant globally averaged in-
crease of total column ozone can be expected within one to
three years after a volcanic eruption, whereas at the equator,
ozone column depth is decreasing slightly (Arfeuille, 2012).
In the halogen-contaminated atmosphere of today, global
ozone concentration drops significantly after a volcanic erup-
tion. The resulting heating leads to major changes in the at-
mospheric dynamics and large-scale oscillation patterns like
El Niño, Arctic Oscillation (AO) or North Atlantic Oscilla-
tion (NAO) (Robock, 2000; Stenchikov et al., 2002; Yoshi-
mori et al., 2005; Wagner and Zorita, 2005; Christiansen,
2007; Fischer et al., 2007; Spangehl et al., 2010).
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The influence of EPP on climate is – compared to the other
two aforementioned factors – a rather new subject to science
and has been investigated increasingly often during the last
twenty years. Its effect is still not well known and is a quite
controversial issue in the climate change discussion (Marsh
and Svensmark, 2000; Laut, 2003; Lockwood and Fröhlich,
2007; Erlykin et al., 2013). This disagreement is also a reason
why EPP have not been included in important climate model
simulation campaigns in support of WMO (World Meteoro-
logical Organization) and IPCC (Intergovernmental Panel on
Climate Change) assessments (WMO, 2011; Forster et al.,
2007). The EPP can be divided into three main categories:
galactic cosmic rays (GCRs), solar protons, and high- and
low-energy electrons (HEE, LEE). All of these types of EPP
can ionize neutral molecules in the Earth’s atmosphere.

The GCRs are highly energetic, charged particles. They
originate from supernova explosions in our galaxy and their
flux and energy spectrum at the entry of the heliosphere
is very stable over millennial timescales, only being mod-
ulated by the solar activity, which is shielding the Earth from
them via magnetospheric deflection (see e.g. Scherer et al.,
2004). The observed GCR flux variability thus follows the
cycles of the solar magnetic activity. GCRs are highly ener-
getic particles, often relativistic with energies reaching sev-
eral GeVs (Bazilevskaya et al., 2008), being capable in in-
fluencing our atmosphere in important ways: GCRs dissi-
pate their energy mainly by ionization processes. Following
a Bragg-peak (Bragg and Kleeman, 1905), the maximal ion-
ization rate by GCR is reached at altitudes between 15 km
and 20 km (Usoskin et al., 2010). The ionization is largest in
the polar regions (poleward of±60◦) where the geomagnetic
field has the weakest shielding effect (lowest cut-off rigidity).

Solar proton events (SPEs) emerge from coronal mass
ejections of the Sun, which occur very irregularly and are
rarely directed towards the Earth. Hence, SPEs are very spo-
radic and hardly predictable. The solar wind plasma usually
reach the Earth’s atmosphere within 1–2 days after the ejec-
tion (Kahler, 1992). The charged particles are directed to-
wards the poles, where they follow the lines of the geomag-
netic field into the atmosphere. Only in extreme cases – when
their energies reach 500 MeV or more – they can propagate
down to the stratosphere (Jackman et al., 2008). As a result
of the magnetic shielding, the effect of SPEs is strongly lati-
tude dependent with an equatorward minimum of±20◦ and
a poleward maximum of±60◦.

LEEs and HEEs originate from the interaction of the
Earth’s magnetospheric plasmasheet with the solar wind
(Brasseur and Solomon, 2005). Solar plasma is kept trapped
in the magnetosphere of the Earth and can be accelerated
during periods of higher solar wind speeds. The accelerated
electrons then rapidly travel along the magnetic field lines to
the poles and partly penetrate the uppermost layers of the at-
mosphere (Bazilevskaya et al., 2008). The best evidence for
their existence are the aurorae, formed by the excitation of
nitrogen and oxygen atoms.

Ionization of oxygen and nitrogen lead to NOx and HOx
production.

In the stratosphere, while HOx has a short life time (in
the range of minutes to hours) and thus affects atmospheric
chemistry only locally, reactive nitrogen (NOy) and its rep-
resentative species nitric acid and chlorine nitrate have life-
times comparable to, or even longer than, the characteristic
times for vertical and horizontal mixing (which occur, for
instance, via the Brewer-Dobson circulation (BDC)). In the
stratosphere, NOx and HOx interact with ozone in a signif-
icant way, as was found by analysing important ionization
events (Callis et al., 1998; Funke et al., 2011). Changes in
ozone concentration inside the polar vortex modify the pole-
to-equator temperature gradient and thus can have a signif-
icant influence on circulation and weather patterns (Gray
et al., 2010). Different modelling studies demonstrated the
influence of EPP not only on chemistry (Jackman et al., 2008;
Baumgaertner et al., 2009; Egorova et al., 2011; Calisto et al.,
2011; Rozanov et al., 2012b) but also on dynamics (Baum-
gaertner et al., 2009; Calisto et al., 2011; Rozanov et al.,
2012b).

Climate during the DM minimum has already been simu-
lated with general circulation models (GCM) in a number of
studies (Bauer et al., 2003; Wagner and Zorita, 2005; Am-
mann et al., 2007; Spangehl et al., 2007; Arfeuille, 2012).
While Bauer et al. (2003) only used a simplified model, Wag-
ner and Zorita (2005) and Spangehl et al. (2007) exploited
a coupled atmosphere–ocean GCM (AO-GCM). Arfeuille
(2012) used the chemistry–climate model (CCM) SOCOL to
simulate the effects of the Tambora volcanic eruption in 1815
on the climate and found a strong geopotential height gra-
dient anomaly (around 250 gpm) between 55◦ N and 75◦ N
at 50 hPa in the first winter after the eruption (November–
April), as well as a net radiative forcing anomaly reaching
−8Wm−2 (60◦ S–60◦ N) during the first five months follow-
ing the eruption. Thus, volcanic influences and solar Grand
Minima are generally accepted as main drivers for global cli-
mate cooling. Wagner and Zorita (2005) also investigated the
contribution of the slightly increasing GHG concentrations
during the DM and did not find any significant impact.

In this paper, we investigate the effect of different natu-
ral factors on global stratospheric climate during the DM
with a fully interactive atmosphere–ocean–chemistry climate
model (AO-CCM). To the best of our knowledge, no coupled
AO-CCM with EPP parameterization has yet been used for
an in-depth analysis of the climate and chemistry state dur-
ing the DM so far. This is also a reason why a comparison
and a validation of our model simulation is nearly impossi-
ble to carry out: although investigations of the influence of
EPP on the modern climate have been done (Calisto et al.,
2011; Rozanov et al., 2012b), the far higher chlorofluorocar-
bon (CFC) content nowadays makes it difficult to compare
the effect on the chemistry and especially on ozone. Con-
cerning the effects of volcanic eruptions, e.g. the work of Ar-
feuille (2012) can give some hints how another model (the
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former model version SOCOLv2 without interactive ocean)
has simulated the Tambora eruption. Yet, exact numbers in
ozone disturbance are sparse and thus lso here, a validation
of our results is difficult.

A description of the model framework is done in Sect. 2.
In Sect. 3, we describe the chemical and dynamical changes
in the stratosphere. In the last chapter, we discuss and sum-
marize the findings of this work.

2 Description of the model and experimental set-up

2.1 AO-CCM SOCOL3-MPIOM

The AO-CCM SOCOL3-MPIOM emerges from the cou-
pling of the CCM SOCOL3 (Stenke et al., 2013) and the
ocean model MPIOM (Marsland et al., 2003) with the OA-
SIS3 coupler (Valcke, 2013). SOCOL3 consists of the chem-
istry module MEZON (Model for Evaluation of oZONe
trends, Rozanov et al., 1999; Egorova et al., 2003; Schraner
et al., 2008) which is coupled to the GCM MA-ECHAM5
(Roeckner et al., 2003). Atmospheric temperature fields are
passed to MEZON, which computes the tendencies of 41
gas species, taking into account 200 gas-phase, 16 hetero-
geneous, and 35 photolytical reactions. Once computed, the
chemical tendencies are handed back to ECHAM5, which
then takes care of the transport of species. The simulations
were run in T31 spectral resolution, which is equivalent to
a grid spacing of around 3.75◦. The vertical spacing is irreg-
ular, as the model uses hybrid sigma pressure coordinates on
39 levels from 1000 hPa up to 0.01 hPa (80 km). The chem-
istry scheme is only called every two hours – simultaneously
with the radiative scheme – in order to be computationally
efficient.

Due to this relatively coarse vertical resolution, the Quasi-
Biennial-Oscillation (QBO) is not reproduced autonomously
by the GCM. To reproduce the QBO, the equatorial zonal
wind field is nudged to reconstructed data in the same manner
as described inGiorgetta (1996).

The original ECHAM5 radiation code does not properly
treat solar spectral irradiation forcing (Forster et al., 2011):
therefore, extra-heating correction factors (Zhu, 1994) for
the Lyman-alpha line, the Schumann–Runge, and the Hart-
ley and Huggins bands as well as for the Herzberg continuum
were implemented. The radiation code was also modified in
such a way that ECHAM5 reads in spectrally resolved solar
irradiance in the six ECHAM5 short-wave bands with vary-
ing distribution instead of the standard fixed distribution of
the varying total solar irradiance into the six bands.

Parameterization of the different EPPs was done identi-
cally toRozanov et al. (2012b) and ref. therein, with the only
difference being that the code has been modified for use in
SOCOLv3. Highly energetic electrons (HEE) were not in-
cluded in the model. To include the magnetic dependency of
the ionization by EPP, a temporal, locally changing dipole

magnetic field was implemented in the model using geomag-
netic proxy data as input.

2.2 Boundary conditions

The model is forced by several boundary conditions de-
scribed in the following section.

The GHG concentrations for the 1780 to 1840 period of
carbon dioxide, methane and nitrous oxide are based on the
Palaeoclimate Modelling Intercomparison Project Phase III
(PMIP3) protocol (Etheridge et al., 1996, 1998; MacFarling-
Meure, 2004; Ferretti et al., 2005; MacFarling-Meure et al.,
2006). Halogen-containing species were kept constant to
preindustrial levels.

All forcings influenced by the activity level of the Sun
were based on the solar modulation potential reconstructions
produced from10Be records from ice cores: for the spectral
solar irradiance forcing, we use the reconstruction of Shapiro
et al. (2011). In Fig. 1, the radiative forcing data is plotted for
the six bands of ECHAM5 radiation code. The main differ-
ence between this reconstruction and the former ones like
Lean et al. (1995) or Bard et al. (2000) is the amplitude of
the variability. For example, the difference between the max-
imum and the minimum total solar irradiance (TSI) value
during the DM is roughly 6 Wm−2, whereas in, e.g. Lean
et al. (1995), the drop was only by 2 Wm−2. For the photol-
ysis rates, look-up tables are used, which have been gener-
ated from the spectral solar irradiance (SSI) of Shapiro et al.
(2011) are used.

Several different datasets were used for the energetic par-
ticles. For the parameterization of NOx influx, Baumgaertner
et al. (2009) used theAp index which can be reconstructed as
far as back as the year 1932. TheAp index can be correlated
with theAa index, which has a longer time frame but is only
based on two stations. It is available from 1868 to present.
Based on sunspot numbers, theAa andAp indexes can be
reconstructed via correlation until the year 1600. SPEs were
prescribed from an existing SPE dataset (provided by Charles
Jackman and covering the period 1963–2008, see Jackman
et al., 2009). SPEs are very short-lived (in the order of days);
thus such events cannot be reconstructed from proxies like
10Be, which are usually used. Shea et al. (2006) presented
a solution to reconstruct big events, like the Carrington event,
from nitrates deposited in ice cores. This method, however, is
very controversial (Wolff et al., 2008; Schrijver et al., 2012).
In our work, SPEs are randomized for the years before 1963
by using a return-period based analysis of the last 45 yr, and
weighted with theAp index. Cosmic rays are based on the
solar modulation potential (8), which has been reconstructed
by Steinhilber et al. (2008). The dataset compares well with
the neutron monitor measurements which are available for
since the year 1950.8 is an index which describes the so-
lar modulation of the cosmic ray flux, which can be con-
verted into pressure–latitude ionization rates using look-up
tables from Usoskin et al. (2010). Palaeo-magnetic datasets
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Fig. 1. Spectral solar irradiance (SSI) adapted from Shapiro et al. (2011) andAp-index, solar modulation potential and SPE during the
DM. From left to right, top to bottom: hard UV (185–250 nm, band 1), soft UV (250–440 nm, band 2), visible (440–690 nm, band 3), IR-
A (690–1190 nm, band 4), IR-B (1190–2380 nm, band 5), IR-C (2380–4000 nm, band 6),Ap-index, Solar modulation potential (8), and
SPEs.

(C. Finlay, personal communication, 2010) are applied to the
model in order to take into account the geomagnetic depen-
dency of the ionization.

Stratospheric aerosol properties are prescribed according
to the approach applied by Arfeuille et al. (2013a) who used
the Atmospheric and Environmental Research Inc. (AER)
model (Weisenstein et al., 1997) constrained with ice-core-
based estimates of sulphate aerosol mass (Gao et al., 2008,
2012). From those simulations, zonally averaged aerosol op-
tical properties (spectrally resolved) and surface area density
forcing data for SOCOL3-MPIOM were extracted. The most
important volcanoes during the DM period where two weak
eruptions (1 and 3 Mt SO2) in 1794 and 1796 with unknown
locations (probably extratropical), a strong unknown tropical
eruption of 27 Mt SO2 in 1809, the 55 Mt SO2 Tambora erup-
tion in 1815 and two eruptions (8.5 Mt and 20 Mt SO2) – the
Babuyan Claro in 1831 and the Cosigüina in 1835.

Uncertainties in historical long-term volcanic aerosol
datasets can be large, and pose more challenges for represen-
tation than does the well-observed Pinatubo 1991 eruption.

Indeed, the lack of atmospheric observations leads to uncer-
tainties arising from ice-core measurements and calibrations,
and from the implementations of volcanic datasets, which
generally involve further assumptions (e.g. altitude and size
distributions of the aerosols). The volcanic forcing applied
here is based on an aerosol model for the calculation of these
variables, and the strengths of this method for the depiction
of the aerosol latitude/altitude/size distributions for eruptions
in the pre-satellite period are described in Arfeuille et al.
(2013a). As many CCMs, also SOCOL tends to overestimate
the stratospheric warming following the Pinatubo eruption
(Eyring et al., 2006; Lanzante, 2007), and the AER-based
SOCOL simulation of the Pinatubo eruption (Arfeuille et al.,
2013b) suggests that AER-SOCOL might also overestimate
the stratospheric warming due to the eruptions in the Dal-
ton minimum. While this issue is one of the current uncer-
tainties for the representation of volcanic impacts in the pre-
satellite period, it can be noted that in the important tropical-
tropopause region, SOCOL forced by AER leads to a good
representation of temperature after the Pinatubo eruption,
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even in better agreement with observations than many GCMs
forced by satellite-based aerosol datasets.

Tropospheric aerosol properties were constructed by scal-
ing the existing CAM3.5 simulations with a bulk aerosol
model driven by CCSM3 (CMIP4) sea-surface temperatures
and the 1850–2000 CMIP5 emissions (S. Bauer, personal
communication, 2011). For data before the year 1850, the ap-
plied scaling is a function of the world population except for
10 % of the presumed 1990 biomass burning aerosols which
were considered natural.

The model was forced by the standard (Hagemann et al.,
1999; Hagemann, 2002) land surface datasets provided with
the ECHAM5 package.

Finally, equatorial zonal mean zonal winds for nudging the
QBO were generated from a backward extension of the Brön-
nimann et al. (2007) reconstructions using an idealized QBO
cycle plus a seasonal anomaly cycle.

2.3 Experiments

To investigate the influence of solar, volcanic and the EPP
forcings, we perform a series of three-members ensemble
sensitivity experiments described in Table 1. We initialize our
runs in the year 1780 from a transient simulation starting in
1388 AD. While the first ensemble member is run with un-
perturbed initial 1780 conditions, the two following members
are initialized with an ocean field of the years 1781 and 1779,
respectively. Every experiment covers 60 yr to reach Decem-
ber 1840. The analyzed period is chosen to be from 1805 to
1825 in order to reduce the noise and strengthen the signal
from volcanic, solar and particle forcings. The small number
of ensemble members is chosen to reduce the computational
time needed for the simulations.

To address the relative roles of the UV, visible and in-
frared radiation, as well as the extra heating and the photol-
ysis rates, two experiments called DM-TD (top-down) and
DM-BU (bottom-up) are designed. In DM-TD, all forcing
data is kept constant except (i) the first radiation band (UV)
of ECHAM5 radiation code, (ii) the coefficients of extra-
heating parameterization, as well as (iii) the photolysis rates.
Hence, all forcing comes from the stratosphere because the
response of the heating rate in the second band of ECHAM5
radiation code (240–440 nm) to the solar variability is very
small (Forster et al., 2011). The opposite experiment, DM-
BU, is designed in a way that all forcing is kept constant
except in bands 2–6 of the ECHAM5 radiation code. Hence,
DM-BU does not include any stratospheric heating or ozone
production changes, meaning that all extra radiation is ab-
sorbed mostly in the troposphere and by the surface. In turn,
the DM-VOLC runs are driven with all forcings except the
volcanic forcing kept to constant 1780 conditions. The DM-
CTRL1780 runs are performed with perpetual 1780 condi-
tions, whereas the DM-ALL runs are driven with all forcings
in transient conditions. To address the effect of energetic par-
ticles, we carry out the DM-EPP experiment which is forced

only by the parameterizations for GCR, SPE and LEE, while
all other forcings are set constant or switched to background
aerosol concentrations (volcanic forcing).

2.4 Method of comparison

In the next section we analyze 60 yr long time series of an-
nual zonal mean quantities constructed from the results of
three 20 yr long ensemble runs for each experiment. The
statistical significances were calculated using the two-tailed
Student’st test using the 5 % significance level, and com-
paring all 60 yr long time series for each experiment. All
figures illustrate the relative or absolute deviation of the
results of the experiment runs relative to the control run
(DM-CTRL1780). On all plots, the yellow line indicates the
height of the dynamical WMO tropopause. The nonlineari-
ties are computed in the following way: the differences of
DM-TD, DM-BU, DM-VOLC and DM-EPP relative to DM-
CTRL1780 are computed and added. This field is then com-
pared to the difference field between DM-ALL and DM-
CTRL1780. A positive value in the nonlinearity plot would
mean that the stacked relative differences are greater than
the combined differences from DM-ALL. Nonlinearities are
only discussed when the sum of the contributions and the
combined modelled effect are significantly different.

If not noted differently, the upper left figure of every panel
illustrates the overall effect of all factors (DM-ALL), fol-
lowed by the effects of UV solar irradiance (DM-TD), vol-
canic aerosols (DM-VOLC) and energetic particle precipita-
tion (DM-EPP). As a reduction of the visible and infrared
radiation in the DM-BU experiment has small effects on the
stratospheric chemistry, these results are not shown in the
chemical section.

3 Results

3.1 Atmospheric chemistry

In this section, we focus on four species: ozone, water
vapour, HOx and NOx, as they show the most pronounced
response to the considered factors.

3.1.1 Ozone

Figure2a shows the relative effect of DM-ALL including all
factors – namely the reduction of solar radiation, volcanic
eruptions and EPP – with respect to the control simulation
(DM-CTRL1780). Substantial ozone depletion is found al-
most everywhere, reaching its maximum (−8%) in the up-
per tropical mesosphere and middle stratosphere over the
high latitudes. However, the opposite response is simulated
in the polar upper mesosphere and tropical upper tropo-
sphere/lower stratosphere (UT/LS) regions where the ozone
mixing ratio increases by up to 15 %.
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Table 1.Experiments for DM sensitivity runs: CONST values are monthly mean values from 1780. BCKGRD means that only background
aerosol emissions were enabled and volcanic eruptions were turned off. TRANS means transient forcing.

Name UV VIS Volcanic EPP Photolysis Extra Heating

DM-CTRL1780 CONST CONST BCKGRD CONST CONST CONST
DM-ALL TRANS TRANS TRANS TRANS TRANS TRANS
DM-TD TRANS CONST BCKGRD CONST TRANS TRANS
DM-BU CONST TRANS BCKGRD CONST CONST CONST
DM-VOLC CONST CONST TRANS CONST CONST CONST
DM-EPP CONST CONST BCKGRD TRANS CONST CONST

Figure 2b shows that mainly the effects of the solar UV
reduction in DM-TD are responsible for the ozone loss at
ozone-layer height and for the gain of ozone in the polar up-
per mesosphere. These ozone changes in the atmosphere can
be explained mostly by three factors:

1. the decrease in solar UV irradiance which reduces the
ozone production via oxygen photolysis in the strato-
sphere and NO2 photolysis in the troposphere,

2. the increase of NOx (see Fig. 5, Sect. 3.1.3), which
facilitates the intensification of the NOx cycle of ozone
oxidation (Reactions R1–R3),

NO+ O3 → NO2 + O2, (R1)

NO2 + O → NO+ O2, (R2)

Net:

O3 + O → 2O2, (R3)

3. the slight compensation of the above-mentioned ozone
depletion processes due to the stratospheric cooling
caused by reduced solar UV and ozone mixing ra-
tio, slowing down the ozone destruction cycles (see
Sect. 3.2.1).

At the poles in lower mesospheric height (60–80 km) a sur-
plus of ozone by up to 20 % is explained by the fact that at
these heights, the UV radiation acts like a sink rather than
a source of ozone. Thus, with less UV radiation, near the
mesopause, ozone destruction is suppressed.

The surplus of ozone at the tropical tropopause can be
explained by volcanic effects with the DM-VOLC experi-
ment (see Fig. 2c). The main reason for the ozone increase
in the tropical UT/LS after volcanic eruptions is the trans-
formation of NOx to N2O5 and the subsequent hydrolysis of
N2O5 to HNO3 via heterogeneous reactions on/in the sulfu-
ric acid particles, formed in the stratosphere from the prod-
ucts of the volcanic eruptions. In the present day atmosphere,
ozone depletion was observed after major volcanic eruptions
and attributed to catalytic reactions involving reactive halo-
gens. However, a potentially significant background of nat-
ural chlorine and bromine existed. The effect of this back-

(c) O3: VOLC w.r.t. CTRL1780 (d) O3: EPP w.r.t. CTRL1780

(a) O3: ALL w.r.t. CTRL1780 (b) O3: TD w.r.t. CTRL1780

Fig. 2. Relative differences of yearly mean ozone of the DM-ALL,
DM-TD, DM-VOLC and DM-EPP experiments with relation to the
DM-CTRL1780 forcing run. Hatched areas are significantly differ-
ent on a Student’st test withα = 5%. The yellow line illustrates the
height of the WMO tropopause.

ground, to cause ozone depletion, would have been domi-
nated by nitrogen deactivation on sulphate aerosol. There-
fore, the heterogeneous conversion of HOx and NOx to rela-
tively passive reservoir species leads to an ozone increase of
to up to 16 %. The decrease of ozone in the mesosphere is re-
lated to the strong increase of the HOx species at that height
(see Sect. 3.1.2), leading to an acceleration of the ozone de-
pletion cycle.

Energetic particles can influence the ozone concentration,
as shown in Rozanov et al. (2012b). Although our NOx
field looks very similar to the one from the cited work (see
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Sect. 3.1.3), the ozone response to EPP in the polar meso-
sphere is much weaker in our simulations. The main reason
for this finding is that background temperatures in the in-
volved regions are different in SOCOLv3 from SOCOLv2.
Though, the reaction of nitrogen with oxygen is highly tem-
perature dependent (Funke et al., 2011). Thus, only a minor
part of the signal seen in Fig. 2a can be attributed to EPP:
the annual mean ozone anomaly shows an ozone decrease
of up to 2 % in the southern extratropics, which is due to
the ionization of nitrogen by GCRs. The change, however,
is only significant on a 10 % level. Over the poles, in the
lower mesosphere, a significant increase of ozone of up to
2 % is simulated due to the lower ionization rates of both
SPEs and LEEs, leading to less NOx (see later). Seasonal
variations are visible. The biggest effect is modelled in aus-
tral spring (SON, see Fig. S1 in the Supplement), where sig-
nificant losses of ozone at UT/LS level of up to 4 % are found
in the southern polar latitudes.

The temporal evolution of ozone at 70 hPa (Fig. S2 in the
Supplement) and at 1 hPa (Fig. S3 in the Supplement), aver-
aged between 20◦ N–20◦ S, are illustrated in the Supplement.
They show that while the volcanic events dominate in the
overall signal at the tropical-tropopause height, it is the solar
signal which dominates overall at 1 hPa height (blue curve
of DM-TD experiment inducing a negative anomaly visible
in the pink DM-ALL curve). Other forcing factors which are
not of importance at 70 hPa height have not been plotted.

3.1.2 HOx and water vapour

In Figs. 3a and 4a the differences in water vapour and HOx
in DM-ALL and water vapour and HOx in DM-CTRL1780
are illustrated. While water vapour concentration increases
dramatically above the tropopause, HOx is experiencing an
increase in tropical UT/LS and a decrease in the mesosphere
and middle tropical stratosphere.

The results of the DM-TD experiment illustrated in Fig. 3b
and Fig. 4b help to attribute the H2O increase and HOx loss
in the mesosphere to the introduced decrease of solar UV
irradiance. A strong (by up to 25 %) HOx decrease in the
mesosphere, coinciding with a pronounced increase of H2O,
is driven by less intensive water vapour photolysis in the
Lyman-alpha line and Schumann–Runge bands. When look-
ing at the highest levels of the model atmosphere, one recog-
nizes that HOx decreases less in the lower mesosphere than
at stratopause levels (see Fig. 4b). This can be explained
by looking at the increase of the water vapour content in
Fig. 3b. As water vapour is more prominent during peri-
ods of decreasing UV radiation above 60 km due to the de-
crease in photodissociation, production of OH via reaction
with O(1D) is more likely. Moreover, a cooling of the upper
troposphere/lower stratosphere (UT/LS) of 0.1 K decreases
the stratospheric water content by 2 %. Hence, as the mean
decrease of temperature at UT/LS height (shown in the dy-
namics section) in our DM-TD run is of around 0.2 K, a de-

(c) H2O: VOLC w.r.t. CTRL1780 (d) H2O: EPP w.r.t. CTRL1780

(a) H2O: ALL w.r.t. CTRL1780 (b) H2O: TD w.r.t. CTRL1780

Fig. 3. Relative differences of yearly averaged water vapour of the
DM-ALL, DM-TD, DM-VOLC and DM-EPP experiments with re-
lation to the DM-CTRL1780 forcing run. Hatched areas are signifi-
cantly different on a Student’st test withα = 5%. The yellow line
illustrates the height of the WMO tropopause.

crease of roughly 4 % of the stratospheric water content is to
be expected – and modelled. This drop is the reason for the
observed decrease in HOx (of 4 % on average) below 65 km
down to the tropopause.

To explain the strong increase of water vapour above the
tropopause, a look at the results of the DM-VOLC experi-
ment (see Fig.3c) is needed. Due to a warming signal (which
will be shown in Section “Temperature”), a strong (of up to
14 %) increase in the stratospheric water content is modelled
even when the results are averaged over a 20 yr long period
(see Robock, 2000). It is interesting to note that in the two
years after Tambora, simulated water vapour contents rise by
up to 60 % at the tropical tropopause. Such a strong increase
in water vapour content leads to an acceleration of the reac-
tions

H2O+ O(1D) → OH+ OH, (R4)

H2O+ hν → H + OH, (R5)

in the lower mesosphere and stratosphere. Hence, an increase
in HOx throughout the whole stratosphere and mesosphere
(see Fig. 4c) is observed, with peak increases over the equa-
torial tropopause. The increase in HOx leads to a speed-up in
the oxidation of long-lived species like methane or CO.
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(c) HOx: VOLC w.r.t. CTRL1780 (d) HOx: EPP w.r.t. CTRL1780

(a) HOx: ALL w.r.t. CTRL1780 (b) HOx: TD w.r.t. CTRL1780

Fig. 4. Relative differences of yearly averaged HOx of the DM-
ALL, DM-TD, DM-VOLC and DM-EPP experiments with relation
to the DM-CTRL1780 forcing run. Hatched areas are significantly
different on a Student’st test withα = 5%. The yellow line illus-
trates the height of the WMO tropopause.

In a clean and unpolluted atmosphere, a surplus of nitro-
gen oxides automatically leads to the drop in HOx concen-
trations. In Fig. 4d, the additional NOx produced (see next
subsection) from the GCRs decreases the amount of HOx
slightly. These changes are marginally significant on a 5 %
level but highly significant on a 10 % level in the tropical re-
gions of the largest ionization rates (around 100 hPa). A de-
crease of HOx of up to 3 % – and, during the absolute min-
imum of the DM, even of up to 8 % – is simulated by our
model. This decrease is supported by the slight additional de-
crease of 0.5 to 1 % in the stratospheric water vapour content
(Fig. 3d).

3.1.3 NOx

In the DM-ALL experiment, the NOx mixing ratio dramat-
ically decreases in the polar mesosphere by up to 70 % and
– with much smaller magnitude – also decreases in the trop-
ical middle stratosphere. In the tropical upper troposphere
and in the stratosphere, an increase in NOx is found (see
Fig. 5a), which reaches its maximum in the upper trop-
ical stratosphere/lower mesosphere. The latter can be ex-
plained by the smaller solar UV forcing in the DM-TD exper-

(c) NOx: VOLC w.r.t. CTRL1780 (d) NOx: EPP w.r.t. CTRL1780

(a) NOx: ALL w.r.t. CTRL1780 (b) NOx: TD w.r.t. CTRL1780

Fig. 5. Relative differences of NOx of the DM-ALL, DM-TD,
DM-VOLC and DM-EPP experiments with relation to the DM-
CTRL1780 forcing run. Hatched areas are significantly different on
a Student’st test withα = 5%. The yellow line illustrates the height
of the WMO tropopause.

iment (see Fig. 5b). The reduction in the solar UV irradiance
leads to a pronounced decrease of the photolysis rates for
all species, including nitrogen oxide (NO). The NO absorp-
tion bands overlap with the oxygen Schumann–Runge bands
(170–200 nm) and the introduced decline of the solar irradi-
ance in this interval is one of the most pronounced (Shapiro
et al., 2011). The NO photolysis (NO+ hν → N + O) plays
a crucial role in the NOy budget, providing pure loss of NOy
via the subsequent cannibalistic reaction (N+NO → N2+O)
which explain the overall NOx increase in the DM-TD exper-
iment.

The dipole structure in the tropical UT/LS is explained
by the influence of the volcanic eruptions. The volcanic sul-
fate aerosols provide a media for a number of fast heteroge-
neous reactions. For the clean stratosphere during the DM,
the most important reaction was the N2O5 hydrolysis, which
facilitates the conversion of active nitrogen oxides to rather
passive nitric acid. This effect is shown in Fig. 5c which
illustrates the results of the DM-VOLC experiment. A sig-
nificant NOx decrease over the DM period is observed in
this experiment above the tropopause over the tropics and
at high latitudes where the aerosol abundance is at a max-
imum. The causes for a small NOx increase in the tropical
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upper troposphere are not clear; probably it is related to the
ozone increase in this area which leads to an enhanced NOx
production via N2O+ O(1D) → NO+ NO.

As expected, most of the changes in NOx seen in Fig. 5a is
dominated by energetic particles (see Fig. 5d). The NOx in-
flux, parameterized as the function ofAp index, weakened in
intensity during the DM, leading to a NOx decrease by up to
80 %. Particles with higher energies – to a large part GCRs,
whose flux was higher during the DM – penetrate deeper
into the atmosphere. At tropopause levels, GCRs produce up
to 6 % more NOx at the poles and up to 2 % more NOx at
the equator. While an increase in NOx concentrations above
50 km has only a small effect on the ozone layer, NOx pro-
duction at lower altitudes may lead to an acceleration of the
destruction of ozone via Reactions (R1)–(R3). This insight
could be of high importance for the possible future decrease
in solar activity in the current century (see Anet et al., 2013).
The NOx anomalies compare well to those found in Rozanov
et al. (2012b). The reason why the positive change in NOx is
not reflected in Fig. 5a is that conversion to NOy occurs due
to the additional amount of stratospheric aerosols from the
volcanic eruptions. In DM-ALL, a strong decrease in NOy is
seen over the whole tropopause region.

The NOx field is a good example to show the non-linear
behaviour of atmospheric chemistry (see Fig. 6a). Superim-
posing all relative differences of all experiments, the meso-
spheric polar regions from the stacked DM-BU, DM-TD,
DM-VOLC and DM-EPP result in significant differences of
up to 15 % more NOx compared to DM-ALL. The NOx
field in the lower stratosphere over the northern extratrop-
ics also shows also a significant positive anomaly of 2–4 %
more NOx. The analysis of the NOy field in Fig. 6b shows
an even more pronounced anomaly when superimposing all
differences of all contributions together and comparing this
result to the DM-ALL field: values of up to 25 % more NOy
in the mesospheric polar atmosphere and in the northern po-
lar mid-stratospheric region are reached. These differences
stem partly from the NO photolysis, which was kept to con-
stant 1780 values during the DM-EPP run. As well, the ad-
ditional cooling during the DM-VOLC run resulted in NOx
deactivation over the poles, which could not happen during
the DM-TD run.

The temporal evolution of NOx at 70 hPa (Fig. S4 in the
Supplement) and at 1 hPa (Fig. S5 in the Supplement), av-
eraged between 20◦ N–20◦ S, are illustrated in the Supple-
ment. The main signal at 70 hPa height again – as for ozone
– is dominated by the volcanoes. The remaining forcings
are relatively unimportant at this height and have not been
plotted. At 1 hPa height, it is the solar signal which is domi-
nant, although spikes do appear in volcanic periods. The lat-
ter anomalies, however, go back to normal values 1–2 yr after
the volcanic eruptions. A negative NOx anomaly due to EPP
is not yet visible at this altitude.

(a) NOx: Non-linearities (b) NOy: Non-linearities

Fig. 6.Differences between the DM-ALL vs. DM-CTRL1780 field
and between the (DM-TD + DM-BU + DM-VOLC + DM-EPP) vs.
DM-CTRL1780 field. Positive values show a positive anomaly of
the stacked differences over the DM-ALL difference field. Hatched
areas are significantly different on a Student’st test withα = 10%.
The yellow line illustrates the height of the WMO tropopause.

3.2 Stratospheric dynamics

In this section we present the changes of the stratospheric
temperature and winds during the DM and identify the con-
tribution of all considered factors.

3.2.1 Temperature

As it is shown in Fig. 7a, during the DM, the model simulates
cooling in the entire atmosphere except the lower tropical
stratosphere. The cooling gradually increases with altitude –
from 1 K in the middle stratosphere around 25 km, up to 8 K
near the mesopause. A slight enhancement of the cooling is
also visible in the lower polar stratosphere. Weaker cooling
of up to 0.6 K occurs below 100 hPa maximizing in the trop-
ical upper troposphere.

Figure 7b shows the temperature changes due to implied
decrease of visible and infrared solar irradiance (experi-
ment DM-BU) and demonstrates that this factor is producing
a weak cooling in the troposphere and in the upper strato-
sphere. The tropospheric cooling is explained by less energy
income to the surface, while the cooling in the stratosphere
is most likely caused by the decrease in available solar ra-
diation for the ozone absorption in the Chappuis band. The
temperature changes due to solar UV irradiance (experiment
DM-TD) are illustrated in Fig. 7c which shows that this fac-
tor plays the dominant role in the cooling of the atmosphere
above 25 km. The results shown in Fig. 7d demonstrate that
the influence of volcanic eruptions has a more complicated
spatial pattern. The volcanic aerosols produce a strong warm-
ing of up to 2 K at around 20 km in the tropical and subtrop-
ical region. The volcanic aerosol is able to absorb infrared
solar and terrestrial radiation (e.g. Stenchikov et al., 1998).
The obtained strong warming in the lower tropical strato-
sphere means that the increased absorption of the terrestrial
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radiation by volcanic aerosols dominates over the absorption
of the solar radiation, which should lead to a cooling due
to the introduced decrease of the solar activity during the
DM. As discussed in the introduction, this warming effect
may be overestimated by our AO-CCM in the lower strato-
sphere, while at the tropopause there are good chances that
our model – forced by AER data – reproduces an accurate
warming right after the eruption. The warming in the UT/LS
region explains the strong increase of water vapour in the
stratosphere which was illustrated in Sect. 3.1.2. The cooling
in the upper part of the model domain is explained by the
blocking of the outgoing terrestrial radiation by the aerosol
layer, leading to a decrease of the incoming energy in these
layers. The dipole-like structure of the temperature changes
over the polar regions would hint on the intensification of the
polar night jets: this suspicion is confirmed when analysing
seasonal means, which show a strong statistical significant
acceleration on the 5 % level of the north polar night jet and
a significant increase on the 10 % level of the southern polar
night jet (see Fig. S6 in the Supplement). The blocking of the
solar visible and infrared radiation by volcanic aerosols leads
to a cooling in the troposphere.

Due to dilution and gravitational settling as well as
washout processes, the volcanic aerosols concentration de-
creases over time. This has an implication on the tempera-
ture anomalies: we find that lower stratospheric temperatures
revert to climatology, which is in agreement withRobock
(2000).

The annual mean temperature changes from EPP are
small and not statistically significant. Seasonal means, how-
ever, show significant differences: the austral winter seasonal
means show a dipole pattern over the South Pole (Fig. 9a).
A significant drop in temperatures (by as much as 0.7 K) be-
tween 100 hPa and 5 hPa is modelled in winter, deepening
in spring to a cooling of up to 1 K. At the same time, a heat-
ing of approximately the same amplitude in a height between
1 hPa and 0.05 hPa is modelled. We explain the pattern over
the southern pole by a strengthening of the polar vortex dur-
ing austral winter (see next subsection) as well as a signifi-
cant positive ozone anomaly of up to 3 % at 5 hPa (Fig. 2d).
Ozone at these heights act as a radiative coolant. The positive
temperature anomaly at mesosphere heights is due to a faster
descent of air masses (BDC), leading to a increase in diabatic
heating. No significant major changes in temperature can be
observed during the boreal winter season.

The analyzed nonlinearities in temperatures are only sig-
nificant in the troposphere and hence not shown here.

The temporal evolution of the temperatures at 70 hPa
(Fig. S7 in the Supplement) and at 1 hPa (Fig. S8 in the Sup-
plement), averaged between 20◦ N–20◦ S, are illustrated in
the Supplement. The main anomalies at 70 hPa height dom-
inating over the analyzed period are triggered by volcanic
eruptions (+24 K in 1815). Other effects can be neglected. At
1 hPa height, it is the solar signal which is dominant (blue
line, DM-TD). But – as for NOx – during the volcanic peri-

(c) T: TD w.r.t. CTRL1780 (d) T: VOLC w.r.t. CTRL1780

(a) T: ALL w.r.t. CTRL1780 (b) T: BU w.r.t. CTRL1780

Fig. 7. Absolute differences in temperatures of the DM-ALL, DM-
BU, DM-TD and DM-VOLC experiments with relation to the DM-
CTRL1780 forcing run. Hatched areas are significantly different on
a Student’st test withα = 5%. The yellow line illustrates the WMO
tropopause height.

ods, slight, short-lived (1 yr) negative temperature anomalies
(negative peaks of 1–2 K) are modelled. EPP or BU radiation
do not influence temperatures in such a way that it would be
visible on the graphs at stratopause height.

3.2.2 Wind and general circulation

The combined effect of all considered factors shown in
Fig. 8a consists of a strong, although only partly signifi-
cant, acceleration of the zonal winds in the subtropical strato-
sphere from 20 to 60 km and in the tropical stratosphere at
around 50 km height. By contrast, a significant deceleration
of the tropical jets and a decrease of the mesospheric extrat-
ropical zonal winds are found.

Because the introduced decrease of solar activity (DM-TD
and DM-BU) does not have any wider significant influence
on the annual mean zonal wind and only minor upper strato-
spheric influence at the southern polar region in austral win-
ter time, the majority of the changes are attributed to the in-
fluence of the volcanic eruptions.

The model result shows a strong and significant decel-
eration of the zonal winds from the subtropical middle
troposphere down to the surface of up to 0.8 ms−1. The
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(a) U: ALL w.r.t. CTRL1780 (b) U: VOLC w.r.t. CTRL1780

Fig. 8. Absolute differences in mean zonal wind of the DM-
ALL and the DM-VOLC experiments with relation to the DM-
CTRL1780 forcing run. Hatched areas are significantly different on
a Student’st test withα = 5%. The yellow line illustrates the WMO
tropopause height.

down-ward propagation of the signal is observed in both
hemispheres. This effect comes from the strong, extended
warming of the entire tropical lower stratosphere by volcanic
aerosols (see Fig. 8d), leading to a smaller temperature gra-
dient from the equator to the extratropics. This weakens the
subtropical jets. By contrast, a significant strengthening of
the polar jets up to 2.8 ms−1 is coming from the increased
temperature gradient between the tropical tropopause and
the polar tropopause (1T= 3.2K). Moreover, in Fig. 10,
a strong acceleration in vertical residual circulation (positive
numbers are upwards) is observed after the 1809 and 1815
volcanic eruptions. Thus, the BDC is accelerated right af-
ter major volcanic eruptions. We explain this result by the
finding that immediately after the volcanic eruption, cool-
ing in the upper troposphere occurs. This favours the dissipa-
tion of gravity waves through the tropopause, leading to an
additional gravity wave drag in the lower stratosphere, and
hence an acceleration of the BDC. Following the heating of
the lower stratosphere by the volcanic aerosols, the vertical
residual circulation drops due to strengthening of the temper-
ature gradient at the tropopause.

The DM-EPP experiment indicates positive – however,
not significant – changes in annual zonal mean winds of
up to 0.8 ms−1 at the stratospheric southern polar extrat-
ropics. This anomaly becomes highly significant in the aus-
tral winter seasonal mean (Fig. 9b) and reaches values of
up to 1.2 ms−1. The origin of this finding is the increase of
adiabatic heating by descending air masses of the BDC in
austral winter. The residual vertical circulation (not shown)
shows a significant increase in downward motion of the air
masses by up to 0.8 mms−1. This in turn forms a positive
temperature anomaly, leading to an increase in the pole-to-
equator gradient at 60 km of height. As a consequence, the
zonal wind increases. During boreal winter, a similar but less
strong and non-significant pattern is found.

(a) TE: EPP w.r.t. CTRL1780 JJA (b) U: EPP w.r.t. CTRL1780 JJA

Fig. 9. Absolute JJA seasonal differences in temperature (left) and
mean zonal wind (right) of the DM-EPP experiments with relation
to the DM-CTRL1780 forcing run. Hatched areas are significantly
different on a Student’st test withα = 5%. The yellow line illus-
trates the WMO tropopause height.

Fig. 10. Residual vertical velocity (calculation as in Andrews
et al. (1987), Eqs. 3.5.1 to 3.5.3) from 1805 to 1820 for the DM-
CTRL1780, DM-VOLC and DM-TD simulations at 30 hPa height
averaged from 20◦ N/20◦ S. The two major volcanic eruptions in
1809 (unknown) and 1815 (Tambora) are marked with two vertical
orange lines. The data are averages of the three ensemble members
and are not smoothed.

Nonlinearities in the zonal wind field are especially well
visible at the southern extratropical stratopause, where a pos-
itive bias of up to 2 ms−1 is found (not shown). We assign
this anomaly to the complex interaction between the DM-
VOLC temperature gradient changes and the overall DM-TD
negative temperature anomaly, which could have led to sig-
nificant higher temperature gradient changes especially at the
stratopause.
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4 Conclusions

We present in this paper, we present a modeling study of
the different forcings which could have led to the dynami-
cal and chemical changes in the stratosphere during the DM
from 1805 to 1825 AD. The contributions, analyzed with
four sensitivity experiments, include decrease in visible and
near infrared radiation (DM-BU), UV radiation (DM-TD),
volcanic eruptions (DM-VOLC) and energetic particles, the
latter including an increase of galactic cosmic rays ioniza-
tion and a decrease of solar proton events and low energetic
electron precipitation (DM-EPP). A comparison of DM-TD,
DM-VOLC and DM-EPP to the control run showed major
significant changes. However, when comparing DM-BU to
the control run, we did not succeed in identifying any no-
ticeable changes neither in stratospheric chemistry nor in
the stratospheric dynamics – except for the mid-stratospheric
temperature field. This is mainly due to the drop of only 1 %
in the radiation band 3 from the Shapiro et al. (2011) recon-
struction.

The reconstructions of the solar irradiance for past times
remain highly uncertain (Judge et al., 2012; Shapiro et al.,
2013; Solanki and Unruh, 2013) since no direct long-term
measurements are available. We are aware of the fact that
by using a strong solar forcing, the temperature, wind and
chemical responses will be correspondingly strong, so that
a comparison to a weaker forcing might be in place. How-
ever, in the recent work of Anet et al. (2013), we compared
the ozone response using the strong forcing of Shapiro et al.
(2011) – applied here – and a weaker one. Differences were
not high enough to warrant the repetition of all experiments
with a weaker solar forcing.

When isolating the different contributions, our simulations
show the following effects on temperatures: when reducing
the solar radiation in the 185–250 nm band and the pho-
tolysis rates, a temperature drop, reaching higher negative
anomalies at the mesosphere than at the tropopause, is mod-
elled. The anomalies reach 0.2 K at the tropopause and quasi-
uniformly drop to values down to 6 K at the lower meso-
sphere. The main reason is the lower amount of absorption
of radiation by ozone. A significant cooling of up to 0.6 K
is observed in the middle stratosphere when reducing the ir-
radiance of the bands 2 and 3 of the solar spectrum in our
model (250–690 nm). In the volcanic scenario, the tropical
tropopause is heated by up to 2.2 K due to radiative absorp-
tion by the aerosols, while a significant cooling of up to 1.2 K
is modelled around the stratopause. In the DM-EPP scenario,
only a seasonal significant change in temperatures could be
modelled in JJA, leading to a dipole-like structure: a cold
anomaly of 0.5 K in the southern polar middle stratosphere
and a warming of around the same amount in the southern
polar lower mesosphere.

The zonal winds did not change significantly neither in the
DM-BU nor the DM-TD experiment. However, a strong sig-
nificant change is modelled in the subtropics and extratrop-

ics in both hemispheres in the lower and upper stratosphere
by up to 2.8 ms−1 when forcing the model only with vol-
canic aerosols. This effect is highest in the two years follow-
ing an important volcanic eruption. Same as for the temper-
ature, changes in zonal winds in the DM-EPP scenario are
only significant in the JJA seasonal mean, showing a zonal
wind increase of up to 1.2 ms−1 in the southern extratropi-
cal stratosphere, which is due to the dipole-like temperature
anomalies.

The analysis of the stratospheric chemistry leads to fol-
lowing conclusions: ozone drops by up to 8 % in the ozone
layer, HOx decreases by up to 20 % at the stratopause and
water vapour content decreases in the low stratosphere by up
to 3.6 % but increases by up to 40 % at the lower mesosphere
in the DM-TD scenario. In the DM-VOLC scenario, ozone
increases by up to 16 % at the tropical tropopause but de-
creases by up to 6 % at the stratopause, HOx increases all
over by up to 25 %, as does the water vapour amount by
up to 14 %. These effects are highest in the two subsequent
years after a major volcanic eruption (up to 60 % more water
vapour in the lower stratosphere in the 2 yr after Tambora).
The DM-EPP experiment showed highly significant changes
in the NOx field: while a decrease of up to 80 % is modelled
at the mesospheric poles, an increase of up to 4 % is simu-
lated at the polar tropopause. However, no or very low effects
are modelled for ozone, HOx and water vapour.

By considering the changes in dynamics and chemistry,
we conclude that only due to the complex interaction of vol-
canic, UV solar spectral and EPP forcing, do these contribu-
tions induce changes in the dynamics and chemistry of the
stratosphere during the DM. The reduction of the visible ra-
diation plays only a minor role in most of the fields except
temperature. Thus, for future modelling studies, including an
interactive chemistry with separate treatment of the different
spectral bands is of great importance in order to get the cli-
mate responses on solar- and volcanic forcing as realistic as
possible.

Concluding, the ozone decrease was predominantly influ-
enced by the decrease in UV radiation in the polar meso-
sphere and at ozone-layer height, whereas the volcanic erup-
tions influenced ozone concentrations at tropical-tropopause
height. EPP influenced only in a minor part the ozone con-
centrations in the polar mesosphere. HOx and water-vapour
increase were affected primarily by volcanic eruptions in the
stratosphere and by UV in the lower mesosphere. NOx fields
were most notably influenced by EPP in the polar meso-
sphere and by UV in the upper stratosphere. Stratospheric
winds were influenced to a major part from volcanic erup-
tions to a large degree. Temperatures were mainly influenced
by volcanic eruptions and UV reduction, leading to a signif-
icant warming at the tropical tropopause and to a cooling in
the remaining of the atmosphere.

With respect to a possible future grand solar minimum in
the 21st century, a drop in ozone column by up to 7 % due to
the reduction of the UV radiation is a very significant finding.
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In combination with a similar decrease in the ozone layer
thickness due to ozone-depleting substances, this may be-
come a possible health issue on Earth. As well, the effects of
a reduction of UV, volcanic eruptions, and an increase of ox-
idation by GCRs should be thoroughly investigated in future
research of the 21st century with an AO-CCM. The evolu-
tion of the ozone layer remains an important scientific topic,
as e.g. crop yields or the health of living beings are subject
to both anthropogenic and natural influences.

Supplementary material related to this article is
available online at http://www.atmos-chem-phys.net/13/
10951/2013/acp-13-10951-2013-supplement.zip.
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Supplementary material

Figure S1.: Relative differences of ozone of the DM-EPP experiment with relation to the DM-
CTRL1780 forcing run for the SON season. Hatched areas are significantly different
on a Student’s t-test with alpha = 5%. The yellow line illustrates the height of the
WMO tropopause.
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Figure S2.: Ozone mixing ratio anomalies, averaged from 20◦N to 20◦S, at 70 hPa height.
Coloured curves show anomalies of experiments DM-ALL and DM-VOLC relative
to DM-CTRL1780. The two major volcanic eruptions in 1809 (unknown) and 1815
(Tambora) are marked with two vertical red lines. The data are averages of the three
ensemble members and are not smoothed.
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Figure S3.: Same as Figure S2, but at 1 hPa of height and illustrating the anomalies of all
experiments, relative to DM-CTRL1780.
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Figure S4.: Same as Figure S2, but illustrating NOx anomalies relative to DM-CTRL1780.
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Figure S5.: Same as Figure S4, but at 1 hPa of height and illustrating the anomalies of all
experiments, relative to DM-CTRL1780.

Figure S6.: Absolute differences of the zonal wind field of the DM-VOLC experiment with relation
to the DM-CTRL1780 forcing run for the JJA (left) and DJF (right) season. Hatched
areas are significantly different on a Student’s t-test with alpha = 5% (left) and alpha
= 10% (right). The yellow line illustrates the height of the WMO tropopause.
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Figure S7.: Same as Figure S2, but illustrating temperature anomalies relative to DM-
CTRL1780.
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Figure S8.: Same as Figure S8, but at 1 hPa of height and illustrating the anomalies of all
experiments, relative to DM-CTRL1780.
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Abstract. The aim of this work is to elucidate the impact
of changes in solar irradiance and energetic particles ver-
sus volcanic eruptions on tropospheric global climate during
the Dalton Minimum (DM, AD 1780–1840). Separate varia-
tions in the (i) solar irradiance in the UV-C with wavelengths
λ < 250 nm, (ii) irradiance at wavelengthsλ > 250 nm, (iii)
in energetic particle spectrum, and (iv) volcanic aerosol
forcing were analyzed separately, and (v) in combination,
by means of small ensemble calculations using a coupled
atmosphere–ocean chemistry–climate model. Global and
hemispheric mean surface temperatures show a significant
dependence on solar irradiance atλ > 250 nm. Also, power-
ful volcanic eruptions in 1809, 1815, 1831 and 1835 signifi-
cantly decreased global mean temperature by up to 0.5 K for
2–3 years after the eruption. However, while the volcanic ef-
fect is clearly discernible in the Southern Hemispheric mean
temperature, it is less significant in the Northern Hemisphere,
partly because the two largest volcanic eruptions occurred in
the SH tropics and during seasons when the aerosols were
mainly transported southward, partly because of the higher
northern internal variability. In the simulation including all
forcings, temperatures are in reasonable agreement with the
tree ring-based temperature anomalies of the Northern Hemi-
sphere. Interestingly, the model suggests that solar irradiance
changes atλ < 250 nm and in energetic particle spectra have
only an insignificant impact on the climate during the Dal-
ton Minimum. This downscales the importance of top–down

processes (stemming from changes atλ < 250 nm) relative to
bottom–up processes (fromλ > 250 nm). Reduction of irra-
diance atλ > 250 nm leads to a significant (up to 2 %) de-
crease in the ocean heat content (OHC) between 0 and 300 m
in depth, whereas the changes in irradiance atλ < 250 nm or
in energetic particles have virtually no effect. Also, volcanic
aerosol yields a very strong response, reducing the OHC of
the upper ocean by up to 1.5 %. In the simulation with all
forcings, the OHC of the uppermost levels recovers after 8–
15 years after volcanic eruption, while the solar signal and
the different volcanic eruptions dominate the OHC changes
in the deeper ocean and prevent its recovery during the DM.
Finally, the simulations suggest that the volcanic eruptions
during the DM had a significant impact on the precipitation
patterns caused by a widening of the Hadley cell and a shift
in the intertropical convergence zone.

1 Introduction

The Dalton Minimum (DM) was a 60 year-long period of
low solar activity, lasting from AD 1780 to 1840. In addi-
tion, early in the 19th century, two major volcanic eruptions
took place, injecting large amounts of sulfur dioxide into
the stratosphere, which, after conversion to sulfate aerosols,
increased planetary albedo, affecting the global climate. In
1816, an exceptionally cold summer was recorded in Western
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Europe. This year became known as the “year without sum-
mer” (Harington, 1992; Robock, 1994). While the scien-
tific acceptance of a significant climate impact from volcanic
eruptions is high, there is ongoing debate about the contribu-
tion of the solar variability to global temperature changes in
the troposphere during the DM; see for example Table 2.11
of the IPCC AR4 (IPCC, 2007).

It is well known that solar activity varies over time. This is
not only documented by the sunspot number data sets (Wolf,
1861), but also by the10Be cosmogenic isotopes conserved in
ice sheets (Steinhilber et al., 2008, 2009). The past evolution
of the solar irradiance has been reconstructed by a number of
authors (see Solanki et al., 2013, and references therein). Re-
cently, Shapiro et al. (2011) reconstructed the spectral solar
irradiance (SSI) for the last 400 years using the solar modu-
lation potential8 as a proxy. Their results show that the de-
crease in the heavily absorbed UV-C during the DM reaches
15 %, while it does not exceed 1 % in the solar spectrum with
λ > 250 nm and is negligible in the solar near infrared (NIR).
This disproportionate change in the spectral solar irradiance
has complex effects on the Earth’s atmospheric chemistry
and climate system: on one hand, a substantial decrease in
the UV-C atλ < 250 nm (0.3 W m−2) cools down the middle
atmosphere and decreases the ozone production due to de-
celerated oxygen photolysis (Anet et al., 2013), resulting in a
very small radiation anomaly on the Earth’s surface. On the
other hand, the decrease atλ > 250 nm by 6.5 W m−2 does
not affect stratospheric chemistry, but directly influences sur-
face temperatures.

A negative UV-C anomaly affects the state of the strato-
sphere and mesosphere (Rozanov et al., 2012a; Anet et al.,
2013), from where it may influence the troposphere via a cas-
cade of mechanisms: by cooling down the tropical and mid-
latitude stratosphere, it decreases the pole-to-equator tem-
perature gradient, weakens the zonal winds and accelerates
the Brewer–Dobson circulation. The latter is followed by
a cooling in the lower tropical stratosphere (Kodera and
Kuroda, 2002), and a subsequent modulation of the Hadley
cell (Haigh, 1996) impacting especially the equatorial region
and alteration of the tropospheric wave pattern (Brugnara
et al., 2013), propagating down to the surface. This is also
known as the top-down mechanism (Meehl et al., 2009).
However, in the present set of simulations the top–down
mechanism is shown to be of minor importance when com-
pared with other mechanisms discussed below.

Complementary to the top–down mechanism is the
“bottom-up” mechanism, which we investigate here by sep-
arating the role of solar irradiance atλ > 250 nm: as most of
this radiation is able to pass through the stratosphere without
major absorption, its anomalies directly impact the radiation
fluxes, energy balance and temperatures on the ground. De-
pending on the surface albedo, a part of this radiation is ab-
sorbed and transformed into latent or sensible heat. During
periods with weak solar activity, less radiation is available
in the tropics for conversion to latent heat, which is thought

to lead to a decrease in the amount of precipitation (Meehl
et al., 2008) and thus a weakening of the Ferrel and Hadley
cells (Labitzke et al., 2002). Both mechanisms thus finally
influence the atmospheric circulation, differentiable by the
time at which and where they start to influence the atmo-
sphere. Generally, one can say that the top–down effect es-
sentially starts to influence polar regions in hemispheric win-
ter time, whereas the bottom–up effect literally can influence
especially tropical regions during the entire year.

Besides electromagnetic radiation, a second major factor
varying over time and influencing stratospheric and upper
tropospheric chemistry and – regionally – tropospheric dy-
namics is energetic particle precipitation (EPP). These par-
ticles consist of galactic cosmic rays (GCRs), solar ener-
getic particles (SEPs), low energy electrons (LEE) originat-
ing from the magnetosphere and high energy electrons (HEE)
stemming from the Earth’s radiation belt. While SEP and
LEE/HEE vary in phase with the solar activity, GCRs are
partly deflected by the solar wind, and therefore are neg-
atively correlated with solar activity. Ionization of neutral
molecules like N2 or O2 by energetic particles facilitates
the formation of NOx and HOx (see, e.g., Sinnhuber et al.,
2012), accelerating the ozone destruction followed by a cool-
ing inside the polar vortex and an increase in pole-to-equator
temperature gradients, which in turn can change the tropo-
spheric climate. These processes were simulated by several
chemistry–climate models (CCM) and a significant response
of the atmosphere to EPP was identified (Calisto et al., 2011;
Semeniuk et al., 2011; Rozanov et al., 2012b). However, in
our previous study (Anet et al., 2013) the net effect of parti-
cles was found to be rather weak. This is seemingly contra-
dictory, but can be partly explained by a compensating effect
of decreasing LEE and increasing GCR intensity during the
DM, which above-mentioned studies could not take into ac-
count because they either investigated only one sort of the en-
ergetic particles, or they compared model runs with all EPP
included against a reference run without any EPP.

A third factor, which notably influenced the stratospheric
and tropospheric climate and chemistry, at least for a short
time in the DM, are major volcanic eruptions, which are
known for having ejected up to 60 Mt (Tambora volcanic
eruption, year 1815, Gao et al., 2008) of sulfur dioxide into
the atmosphere. Presumably, the plumes reached deep into
the stratosphere, where the massive amounts of sulfur diox-
ide were converted to sulfate aerosols. As a result, the haze
in the sky and colorful sunsets were reported during the pe-
riod (see, e.g., Olson et al., 2004). The aerosol particles ef-
ficiently scatter a fraction of the incoming solar radiation
back into space, but also absorb a part of the outgoing ter-
restrial infrared (IR) and incoming solar near IR (NIR). The
reduction in incoming visible or NIR radiation overwhelms
the IR absorption, leading to an overall global cooling, ex-
cept in the polar night, where sunlight is lacking and a small
warming prevails (Robock, 2000). Generally, a significant
cooling of the surface occurs in the first weeks after major
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volcanic eruptions, lasting for one to two years and being as-
sociated with modified patterns of precipitation, surface pres-
sure and the teleconnection patterns, such as the Arctic Os-
cillation (AO), North Atlantic Oscillation (NAO) (Shindell
et al., 2000; Stenchikov et al., 2002; Fischer et al., 2007)
or the El Niño–Southern Oscillation (ENSO) (Robock and
Mao, 1995; Adams et al., 2003), due to the downward propa-
gation of positive anomalies in the stratospheric polar vortex
strength.

Different modeling studies in the recent past show a
large range of simulated climate responses to solar forc-
ings. For instance, Wagner and Zorita (2005) showed with
an atmosphere–ocean general circulation model (AO-GCM)
without coupled chemistry that the combined effects of vol-
canic eruptions and solar irradiance decrease could signifi-
cantly (by up to several tenths of a degree) modify global
mean temperatures. They attributed most of this cooling to
the volcanic effects, and their “solar-only” simulation with-
out volcanic eruptions showed a decrease in global temper-
atures of only 0.1 K. Feulner (2011) concluded from his ex-
periment with an intermediate complexity model that the so-
lar contribution to the cool period during the DM was likely
a smaller one. They showed that the cold climate was ex-
plained mostly by volcanic forcing. Their application of the
strong solar irradiance forcing proposed by Shapiro et al.
(2011) led to a substantial disagreement between their sim-
ulated and reconstructed temperature time series. Shindell
et al. (2000) compared the long-term influence of volcanic
eruptions to grand solar minimum conditions with a focus
on the DM and on the Maunder Minimum (MM) – which
occurred about 150 yr before the DM. Unfortunately, the
exact solar forcing used for their modeling study remains
unknown, but they concluded that volcanic eruptions have
rather strong but only short-lived effects on temperatures,
while the reduction of the solar irradiance during the grand
minimum affects temperatures on longer timescales. They
estimated a solar-induced cooling during the MM of 0.6 to
0.8 K globally. For the same period, Varma et al. (2012) in-
vestigated the Southern Hemispheric wind field response to
the MM solar irradiance decrease. They estimated the strato-
spheric ozone change due to the reduction of solar UV irra-
diance from a global scaling with total solar irradiance (TSI)
variations, which could lead to a shift in the Southern Hemi-
spheric westerly winds to the north via the “top-down” mech-
anism consisting of a chain of complex radiative-dynamical
processes (Meehl et al., 2008; Haigh, 1996). In another pa-
per, Varma et al. (2011) concluded that the “bottom-up”
mechanism via a reduction of visible irradiance had a sim-
ilar effect. However, these publications (Varma et al., 2011,
2012) do not provide detailed information on changes in tro-
pospheric temperatures. Zanchettin et al. (2013) investigated
the decadal response change of the 1815 Tambora volcanic
eruption to different background climate states. They found
a significant dependence on background conditions when

looking at ocean dynamics, especially concerning heat trans-
port and sea ice in the North Atlantic region.

The influence of volcanic and solar forcing on ozone
chemistry, stratospheric temperatures and global circulation
has become of great scientific interest in the recent years.
The aim of this work is to analyze the tropospheric climate
changes during the DM with a fully coupled atmosphere–
ocean chemistry–climate model (AO-CCM) driven by the
state-of-the-art set of climate forcings and to disentangle the
contributions from changes in solar spectral irradiance, en-
ergetic particles and volcanic eruptions. To the best of our
knowledge so far, such a sophisticated model and climate
forcing set have not been applied for the evaluation of the
tropospheric climate changes during the DM.

The work is structured as follows: after Sect. 1, which has
described the state of the research and introduced some no-
tation, Sect. 2 will provide a description of our model and
our experiments. Section 3 focuses on the changes in sur-
face temperatures and precipitation patterns caused by the
different forcings. We further compare our model results to
reconstructed temperature fields, and conclude in Sect. 4.

2 Sensitivity experiments and model description

2.1 AO-CCM SOCOL3-MPIOM

The AO-CCM SOCOL3-MPIOM emerges from a modifi-
cation of CCM SOCOL version 3 (Stenke et al., 2013),
which has been coupled with the OASIS3 coupler (Valcke,
2013) to the Max Planck Institute ocean model (MPIOM,
Marsland et al., 2003). SOCOL3 is based on the GCM
ECHAM5 (Roeckner et al., 2003) and includes the chemi-
cal part of the MEZON chemistry-transport model (Rozanov
et al., 1999; Egorova et al., 2003; Schraner et al., 2008).
SOCOL3-MPIOM is applied in middle atmosphere mode
(MA) extending from the ground to 0.01 hPa or around
80 km. Simultaneously with the radiation calculation, MA-
ECHAM5 hands over temperature fields to MEZON, which
takes into account interactions between 41 gas species – in-
cluding 200 gas phase, 16 heterogeneous and 35 photolytic
reactions. Those chemical fields are then handed back to
MA-ECHAM5, which calculates all components of the gen-
eral circulation and tracer advection.

All simulations have been executed using the model ver-
sion with T31L39 resolution, which equals an average hor-
izontal grid space of 3.75◦ (∼ 400 km) and an irregularly
spaced vertical resolution of 39 levels. Due to the relatively
coarse vertical resolution, the quasi-biennial oscillation is not
reproduced autonomously. Hence, the equatorial zonal wind
fields are nudged to reconstructed zonal mean wind data sets
as in Giorgetta (1996).

It is known that the original MA-ECHAM5 code does not
properly take into account radiative absorption by oxygen,
either in the Lyman-alpha line or in the Schumann–Runge
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Fig. 1. Model forcing data over the Dalton Minimum (AD 1780–1840).(a) Spectral solar irradiance in the UV-C at 180 nm< λ < 250 nm.
(b) Spectral solar irradiance atλ > 250 nm.(c) Solar modulation potential following Steinhilber et al. (2008).(d) Ground-level TSI, showing
anomalies relative to the 1780 unperturbed values.(e) Greenhouse gas mixing ratios for CO2, CH4 and N2O. (f) Anthropogenic and natural
CO and NOx emissions from fossil fuel burning. Blue vertical lines highlight the years in which a volcanic eruption occurred.

bands, and the absorption of ozone in the Hartley or Huggins
bands is also only coarsely resolved (Forster et al., 2011).
Hence, the heating rate calculation has been improved to add
the missing parts following the approach of Egorova et al.
(2004) adapted to the spectral resolution of the ECHAM5 ra-
diation code. The parameterizations for the ionization rates
by GCR, SEP and LEE were introduced identically as in
Rozanov et al. (2012b) and Anet et al. (2013). HEE are
not implemented due to the absence of an easily applicable
parameterization.

The ocean is run in GR30 resolution (nominal resolu-
tion of around 3◦). Its north pole is displaced to Greenland,
making it possible to raise the resolution in the North At-
lantic basin. The applied version of the AO-CCM SOCOL3-
MPIOM and its performance in the representation of the cli-
mate evolution is presented by Muthers et al. (2014b).

2.2 Boundary conditions

The applied boundary conditions are described in detail by
Anet et al. (2013). As a summary, the most important forc-
ings are recapitulated subsequently.

The forcing caused by spectral solar irradiance changes is
based on the mean values of the reconstruction by Shapiro
et al. (2011), as illustrated in Fig. 1a and b. This determines
the photolysis and heating rates due to solar irradiance ab-
sorption by various air components. Shapiro et al. (2011) as-
sumed that the minimum state of the quiet Sun corresponds to
the observed quietest area on the present Sun, and then used
available long-term proxies of the solar activity (i.e.,10Be
isotope concentrations in ice cores, 22 year smoothed neu-
tron monitor data) to interpolate between the present quiet
Sun and the minimum state of the quiet Sun. This determines
the long-term trend in the solar variability, onto which the

11 year activity cycle calculated from the sunspot number is
then superposed. The time-dependent solar spectral irradi-
ance is derived using the COSI state-of-the-art radiation code
(Shapiro et al., 2010). The resulting spectral solar irradiance
of this reconstruction is substantially lower during the MM
than the one observed today, and the difference is larger than
in the other recently published estimates. The advantage of
this high-amplitude reconstruction is that it allows us to de-
rive a maximum conceivable terrestrial climate response to
solar changes, while other reconstructions leave hardly any
fingerprint on the modeled climate.

For the EPPs, theAp index reconstruction from
Baumgaertner et al. (2009) is used for the LEE. For SEPs,
return period-based data sets were created from an analysis
of the last 45 years of the last century. The GCR ionization
rates depend on the solar modulation potential8 (Fig. 1c),
which was reconstructed by Steinhilber et al. (2008). The
geomagnetic dipole field strength and position are provided
from paleomagnetic data sets from Finlay et al. (2010).

The volcanic forcing is based on simulations carried out
with a 2-D aerosol microphysical model (Arfeuille et al.,
2014). It uses total aerosol injection values from Gao et al.
(2008) and information on the date/location of each eruption.
The stratospheric aerosols are prescribed in terms of extinc-
tion ratios, single scattering albedos and asymmetry factors
for each of the 22 ECHAM5 radiation bands and in terms
of surface area densities, for each latitude–altitude band of
SOCOL (zonally averaged). Aerosol optical depth values de-
rived from this forcing are documented in Table 1. The glob-
ally averaged effect on incoming surface shortwave radiation
is shown in Fig. 1d, and shows higher anomalies than that of
Crowley (2000) or Robertson et al. (2001).
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Table 1. Stratospheric aerosol optical depths at 550 nm derived
from volcanic aerosol simulations (Arfeuille et al., 2014) using ice
core measurements from Gao et al. (2008).

Aerosoloptical depth

Year NH SH Volcano, confirmed/tentative attrib.

1794 0.02 0.04 Unknown SH, no large eruption recorded
1796 0.12 0.02 Unknown NH, no large eruption recorded
1809 0.12 0.42 Unknown Tropics, eruption in February
1815 0.24 0.68 Tambora 8◦ S, Indonesia, 10 April
1831 0.22 0.06 Babuyan Claro 19.5◦ N, Philipp., date?
1835 0.36 0.23 Cosiguina 13◦ N, Nicaragua, 20 January

The QBO was generated by means of a backwards exten-
sion of an already existing reconstruction, using an idealized
QBO cycle that is superimposed onto the regular seasonal
cycle (Brönnimann et al., 2007).

The greenhouse gas forcings (Fig. 1e) for the period from
1780 to 1840 are based on the PMIP3 protocol (Etheridge
et al., 1996, 1998; Ferretti et al., 2005; MacFarling-Meure
et al., 2006; Meehl et al., 2009), while halogens are kept
constant at preindustrial levels. The standard ECHAM5
land surface data sets by Hagemann et al. (1999) and
Hagemann (2002) are used. Tropospheric aerosol fields
were extracted from existing CAM3.5 simulations driven by
CCSM3 (CMIP3) sea-surface temperatures and 1850–2000
CMIP5 emissions. These fields were then scaled as a function
of the world population starting in the year 1850 going back-
wards, except for the 10 % (relative to the 1990 values) of
biomass burning, which were considered constant over time.

For the global CO and NOx emissions, the part emitted
from shipping was calculated starting from the CMIP5 data
sets, which were projected linearly backwards from 1850 on
to the year 1800. Before 1800, no steamships existed, thus
these emissions were set to zero. The natural biomass burn-
ing emissions were assumed to be constant over time, while
the anthropogenic biomass burning emissions were scaled
with the world population. The emissions are illustrated in
Fig. 1f.

2.3 Sensitivity experiments

We performed six sensitivity experiments covering the time
period from 1780 to 1840 (Table 2), each with three en-
semble members. The simulations, identical to those de-
scribed by Anet et al. (2013), were initialized from a long
transient model run covering AD 1600–2100. The distur-
bances were introduced by starting the sensitivity study sim-
ulations from an ocean state one year “older” and one year
“younger” than December 1779, as the time frames of De-
cember 1778, December 1779 and December 1780 pro-
vided a good mix between weak El Niño or La Niña condi-
tions, avoiding extreme conditions in the oceanic signal (El
Niño 3.4 indexes:−0.9 for December 1778,+0.8 for De-
cember 1779 and+0.6 for December 1780 of the “mother

Table 2. Dalton minimum experiments: “const” denotes con-
stant 1780 conditions. “bckgrd” denotes background aerosol emis-
sions and volcanic emissions off. “trans” denotes transient forcing.
“Ioniz.” stands for the parametrization for SPE, LEE and GCR.

Experiment Process

name 1I 1I 1Ioniz. 1SAD
(λ < 250 nm) (λ >250 nm)

CTRL1780 const const const bckgrd
ALL trans trans trans trans
TD trans const const bckgrd
BU const trans const bckgrd
EPP const const trans bckgrd
VOLC const const const trans

run”). The nomenclature is as follows: the run including all
effects acting together on the climate system is named ALL.
The “Top-Down” (TD, Meehl et al., 2008) sensitivity exper-
iment includes only the variations of solar irradiance with
λ < 250 nm and the corresponding extra heating (corrections
for the Lyman-α line, the Schumann–Runge, Hartley and
Huggins bands) and photolysis rates of photolytic chemical
reactions. The “Bottom-Up” (BU) experiment (Meehl et al.,
2008) allows only irradianceλ > 250 nm to vary over time.
The EPP experiment is exclusively forced by energetic parti-
cles. In the VOLC experiment, all other forcings except the
stratospheric aerosols, which affect the radiation budget and
heterogeneous chemistry via changes in surface area den-
sity (SAD), were kept constant. All runs were compared to a
60 year-long control run with three ensemble members with
perpetual 1780 conditions called CTRL1780. The analysis
of the data was done by comparing zonally and temporally
averaged ensemble mean fields to the CTRL1780 ensemble
mean.

In order to focus on the strongest signals (and following
Anet et al., 2013), the period from 1805 to 1825 is cho-
sen for the temperature, precipitation and mass stream func-
tion analysis showing regional patterns on latitude–longitude
or latitude–height plots, thus reducing the signal-to-noise
ratio. Time evolution plots of the temperatures and ocean
heat content show ensemble means of the entire simula-
tion period. Oceanic as well as surface temperature data
have been smoothed with an 12 month full width–half max-
imum (FWHM) Gaussian filter. The statistical significance
of the global distribution of the 2 m temperature anomalies
was computed using a 2-sample Student’st test across all
3× 20 = 60 data points, as was done in Anet et al. (2013)
on a 5 % significance level, taking autocorrelation into ac-
count. The latter was done by calculating the number of in-
dependent data points over the 3× 20 time steps. The statis-
tical analysis of the hydrological cycle was done similarly,
with the exception that the significance level was set to 10 %
(surface temperature volcanic anomalies, precipitation, mass
stream function).
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3 Results

First, we discuss regional temperature differences between
the specific sensitivity experiment and the CTRL1780 ex-
periment averaged over the AD 1805–1825 period. Then we
present the contribution of different forcing factors to the
evolution of the mean surface temperature and ocean heat
content during the entire integration period. Finally, changes
in the precipitation are described in Sect. 3.3.

3.1 Temperature

The regional pattern of the annual mean 2 m temperature dif-
ference between the ALL and the CTRL1780 simulation is
illustrated in Fig. 2a. In particular, the tropical and subtrop-
ical regions undergo a significant cooling by values ranging
from 0.2 to 1 K. The cooling is more pronounced over the
land masses than over the oceans. Three small positive tem-
perature anomalies appear over the Bering Sea, the western
Antarctic, and over the northern Atlantic regions. Significant
deviations from the annual mean figure are a strong cool-
ing during Northern Hemispheric (NH) winter over Siberia
and Alaska, as well as the significant warming during polar
winter over the respective polar hemisphere (Fig. S1 in the
Supplement).

The cooling of the continents can be explained by the
BU experiment shown in Fig.2b, which simulates cooling
patterns similar to the ALL ensemble mean, except over
northern Asia and parts of Europe. The cooling is caused
by the negative anomaly in solar irradiance at wavelengths
λ > 250 nm and subsequently by a reduced heating of the
surface. The weaker ocean response is related to the large
heat capacity of the ocean, partly compensating the reduced
irradiance.

The slight warm anomalies over the Bering Sea and west-
ern Antarctic Peninsula regions can be explained with the
VOLC simulation (Fig. 2c). The warming pattern over the
Bering Sea region, triggered by ocean upwelling (see later)
is present during the whole year. In the western Antarctic
Peninsula and North Atlantic regions, the patterns are pre-
dominant during the SH winter season (JJA). The western
Antarctic Peninsula warming is associated with an enhanced
transport of milder air masses from the subtropics, leading
to a slight but significant sea ice melting (not shown). This
is related to differential temperature anomalies from absorp-
tion and/or reflection of radiation by the volcanic aerosols,
as shown in Anet et al. (2013). The major warming over the
Bering Sea originates from a strengthening of the northward
surface winds inducing a positive meridional wind stress
anomaly above the northwestern Pacific and the opposite –
namely a weakening of the northward surface winds induc-
ing a negative anomaly of the meridional wind stress – in
the northeastern Pacific region (not shown). This facilitates
ocean upwelling via the Ekman mechanism in this region,
where deep water upwelling prevails (oceanic conveyor belt).

 a

 c

 b

Fig. 2. (a) Ensemble mean of 2 m temperature differences, aver-
aged over the 1805–1825 period for the ALL run.(b) Same for the
“Bottom-Up” run. (c) Same for the VOLC run. Only areas that are
significant at the 5 % level are colored (two-sidedt test).

The surface water of the northern Bering Sea region, cooling
down during the winter season, is replaced by deeper, older
water from the thermocline region, which has no imprint of
the volcanic signal yet, as indicated by a slight increase in the
modeled vertical ocean mass transport in the winter season
in that region. The warming signal is so strong that it persists
throughout the year. The same warm anomaly was also found
by Wang et al. (2012), which explained the finding by weak-
ening surface westerly winds due to a strengthening polar
vortex. Forming a positive surface pressure anomaly, net heat
fluxes and ocean advection in the Northern Pacific region
are modified. Although corroborative, these results should be
confirmed by using a higher number of ensemble members
to ensure its robustness, which would go beyond the scope
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of this work. Both the BU and the VOLC simulations show
a slight but not significant warming over the North Atlantic.
One might speculate that the warming pattern shown in ALL
results from a combination of volcanic and solar influences,
although certain nonlinearities prohibit the direct comparison
of BU+VOLC and ALL, as was already shown in Anet et al.
(2013). Moreover, as illustrated in Fig. S2 in the Supplement,
the response in the AMOC is relatively weak in BU, while a
distinct increase in the AMOC is visible in VOLC. This find-
ing agrees well with the work of Zanchettin et al. (2013),
which finds a significant increase of 0.6 Sv in the AMOC af-
ter Tambora, while we find a significant increase of up to 1 Sv
after both volcanic eruptions (beginning of the 1820s minus
the pre-volcanic era). We do not find any additive effect of
both eruptions, which could mean that a certain saturation
effect might stop the acceleration of the AMOC. This find-
ing however should be investigated in more detail in a future
work.

The TD experiment does not reveal any statistically sig-
nificant temperature anomalies either in the yearly or in the
seasonal means (not shown). The EPP forcing does not pro-
duce any annual mean response; however, a strong winter
warming pattern is simulated during the boreal winter over
the northern polar regions (see Fig. S3 in the Supplement).
The temperature response for the EPP case is much weaker
and appears in a completely different location than in the
previous studies (e.g.,Calisto et al., 2011; Rozanov et al.,
2012b). This can be explained by the fact that our EPP ex-
periment is designed in a significantly different way: while in
Calisto et al. (2011) and Rozanov et al. (2012b), the sensitiv-
ity study was done by comparing a simulation with enabled
EPP parameterization to a simulation with disabled EPP pa-
rameterization, we compare a simulation with transient EPP
to a simulation with constant 1780 EPP forcing. Hence the
decreasing SEP and LEE ionization rates might compensate
for the effect of increasing GCRs.

Compared to the climate simulations of Calisto et al.
(2011) or Rozanov et al. (2012b), the lower amplitude
of the simulated anomalies is attributed to a different
stratosphere–troposphere coupling behavior from SOCOL3-
MPIOM, whose atmospheric transport model is based on
ECHAM5, compared to SOCOL2, based on ECHAM4. Es-
pecially the winter polar vortex represents a key factor deter-
mining how stratospheric influences can propagate down into
the troposphere. Stratospherically induced disturbances in
the polar vortex may lead to short-lived vortex breakdowns,
facilitating the advection of warmer air masses from the mid-
latitudes into higher latitudes at the surface. There, surface
warm anomalies are the consequence. In both the before-
mentioned works, strong warm 2 m temperature anomalies
were found during the winter season over Europe and west-
ern Asia. This finding cannot be confirmed with our model-
ing results, which show a small, but significant warming over
the polar region. The exact reason of this different behavior
has not yet been found, but it may originate in the weaker

winter vortex in SOCOL3-MPIOM. Muthers et al. (2014a)
showed that the downward propagation depends on the state
of the polar vortex and can be underrepresented if the polar
vortex is too weak. The deficiency is confirmed by the lack
of any significant temperature response to the TD and EPP
signal over Europe – which could possibly be improved by
modifying the gravity wave parameterization in ECHAM5.

In agreement with Robock and Mao (1992), Kirchner et al.
(1999), and Driscoll et al. (2012), or with the DM analysis of
Fischer et al. (2007), we discern a slight, yet significant win-
ter warming pattern (WWP) over Europe, Russia and parts of
North America in the years following the volcanic eruptions
(Fig. 3b) and a weak cool anomaly during the summer sea-
sons following the volcanic eruptions (Fig. 3a). The signal
most probably due to a too weak representation of the top–
down mechanism during volcanic eruptions is weaker than in
the aforementioned studies. The warming in DJF is caused by
a slight shift of the NAO to a NAOplus-like phase, enhancing
the mid-latitude westerlies (see Fig. 3d) and influencing the
precipitation patterns (see later). The axis of the NAO pattern
is slightly tilted counterclockwise (see climatology in Fig. S4
in the Supplement).

We now focus on the temporal evolution of the temper-
ature anomalies during the DM (Fig. 4). For these illustra-
tions, values of the CTRL1780 experiment were subtracted
from the ALL, VOLC and BU time series. The internal vari-
ability of CTRL1780 is relatively small (σglobal, annual
ensemble mean (AEM) = 0.095 K,σNH AEM = 0.154 K,
σSH AEM = 0.099 K).

Compared to CTRL1780 the ALL experiment (Fig. 4a)
shows a significant decrease in global mean temperatures
starting in 1809. After the temperature minimum follow-
ing the Tambora eruption (1815), the modeled temperatures
show a slight recovery, but do not completely reach unper-
turbed conditions. After 1830, a second decrease in tempera-
tures follows. We note that before 1809, all experiments show
a very similar temperature evolution and that the strong vol-
canic eruptions (1809, 1815, 1831 and 1835) cause a clear
excursion to low temperatures. These signals are clearly vis-
ible in the ocean heat content (Fig. 4b). Again, four short-
term reductions in the ALL run can be recognized after the
volcanic eruptions, however, with a delay of 2 to 4 years due
to the thermal inertia of the ocean. Until 1830 the SH mean
temperature evolution (Fig. 4c) is very similar to the global
mean. However, the volcanic eruptions after 1830 have a
smaller influence on SH temperatures, as the Babuyan Claro
(1831) and Cosiguina (1835) eruptions are of a smaller size
than the 1809 and 1815 eruptions and are also characterized
by a higher aerosol loading in the NH than in the SH. Due
to the smaller direct aerosol forcing and to the much higher
internal variability of the climate system in the NH than in
the SH, the cooling signal after 1809 is far more difficult to
recognize in Fig. 4d. However, a significant decrease in tem-
peratures of the ALL experiment is simulated after 1815 as
well as a second dip to lower temperatures drop after 1830.
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Fig. 3. Ensemble mean of post-volcanic surface temperature(a, b), sea level pressure(c, d) and precipitation(e, f) anomalies, showing the
difference between VOLC (4 years: 1810, 1816, 1832 and 1836) and CTRL1780 (3× 60 = 180 years) in the JJA (left panels) and DJF (right
panels) season. For all plots, dashed areas show significant changes in a 10 %t test (two-sidedt test).

The cooling after 1809 can be partially explained by the
volcanic eruptions of 1809, 1815, 1831 and 1835. The green
curve in Fig. 4a and b of the VOLC experiment shows neg-
ative excursions at exactly those years. However, a clear
recovery to pre-1809 temperatures is simulated after 1817.
The next decrease in temperatures appears only after the
1831 volcanic eruption. Focusing on the volcanic response
a clear inter-hemispheric difference is found: while in the
SH, especially the 1809 and 1815 volcanic eruptions are well

visible; the NH seems to be more responsive to the 1831 and
1835 volcanic eruptions. This is consistent with the different
stratospheric aerosol loading. The temperature increases in
the NH from 1813 to 1820 back to unperturbed temperature
levels – and even positive anomalies in the 1820s – represent
a supercompensation-like feature simulated by our model af-
ter each strong volcanic eruption. As will be shown later,
this warm anomaly pattern is caused by oceanic influence,
a finding that agrees with a similar study by Zanchettin et al.
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Fig. 4. (a)Ensemble means of detrended anomalies of experiments ALL, VOLC and BU relative to CTRL1780 for(a) global 2 m tempera-
tures;(b) global ocean heat content (OHC) of the upper ocean (first 100 m in depth);(c) SH 2 m temperatures;(d) NH 2 m temperatures. For
all experiments, the envelope shows the min/max values. Red vertical lines highlight the years in which a volcanic eruption occurred.

(2012). The short-term warming right after preindustrial vol-
canic eruptions can be explained by a small, but significant
increase in tropospheric ozone concentrations after the vol-
canic eruptions, acting as a greenhouse gas. This increase in
ozone is related to a reduction in the production rate (less ra-
diation, less water vapor) of the hydroxyl radical OH, which
is a very efficient factor in the ozone destruction. This in-
crease is especially pronounced over the NH due to larger
CO concentrations.

In order to explain the rather low temperatures of ALL
between 1817 and 1830, an additional mechanism to the vol-
canic eruptions only has to be considered: the BU ensemble
mean in Fig. 4a and b describes a negative anomaly in tem-
peratures and OHC from 1808 on. Those below-normal con-
ditions persist until the year 1839, and are by far stronger in
the NH (Fig. 4d) than in the SH (Fig. 4c) due to a greater
number of land masses. Our model results even suggest an
unprecedented cool period in the NH in the 1820s follow-
ing the BU scenario. This period would even have been
colder than the simulated and reconstructed (see later) post-
Tambora era (1816–1818), hence pointing to the importance
of the volcanic eruptions during the DM, which interfered
with the solar-only forcing effects.

In the ocean, a downward propagation of the signal from
shallow to more deep layers is illustrated in Fig. 5a–c.
While neither radiation withλ < 250 nm nor EPP (Fig. S5
in the Supplement) seems to influence the ocean heat con-
tent significantly on any level, the radiation withλ > 250 nm

(Fig. 5b) and volcanic (Fig. 5c) signals propagate down to
deeper ocean layers. In Fig. 5a, we note that while the upper
layers (green curves) still show a small recovery after the vol-
canic eruptions, taking around 5–8 years, there is no signal of
recovery in the deep ocean (black curves) during the DM pe-
riod. Moreover, on one hand, the bottom–up signal (Fig. 5b)
takes more time to influence the ocean heat content in deeper
layers than the volcanic eruptions (Fig. 5c), which is due to
the lower net irradiance anomaly in the solar forcing than in
the volcanic forcing. On the other hand, the BU signal among
all layers is more persistent than the volcanic imprint due to
the lack of “peaks” of activity. Still, the BU scenario is only
the second strongest contributor to changes in the deep-layer
ocean heat content, ranging behind the volcanic eruptions.
One should note especially that while the uppermost lay-
ers of the VOLC experiment recover quite quickly (Fig. 5c,
green curve), the signal stays memorized in the ocean, being
rapidly transported into deeper layers (Fig. 5c, black curve).

Globally, a superrecovery of OHC during the 1820s is
simulated for the VOLC experiment: this positive anomaly
can be explained when focusing on the Bering Sea region
(Fig. 5d), which can explain more than half of the global
ocean heat content increase by the volcanic contribution.

Stenchikov et al. (2009) also investigated the influence of
the Tambora eruption on the ocean. For all layers our simu-
lated OHC anomaly is more pronounced, which can be ex-
plained by the lack of the 1809 volcanic eruption in the
work of Stenchikov et al. (2009), but also by the fact that
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Fig. 5. Ensemble mean of detrended global ocean heat content (OHC) anomalies relative to CTRL1780, plotting technique analog to
Stenchikov et al. (2009). For(a)–(c) the black curve shows global total OHC (0–6020 m), the green curve global OHC of the top 300 m,
the blue curve global OHC of the layers below 300 m (300–6020 m).(a) For ALL; (b) BU; (c) VOLC. (d) Ensemble mean of local OHC
anomalies relative to CTRL1780 for the layers between 0 and 100 m in depth for the northern Pacific, Bering Sea region. Envelope shows
the min/max values. Red vertical lines highlight the years in which a volcanic eruption occurred.

the Tambora eruption in our study has a larger radiative im-
pact on the SH (and thus on the oceans) than in Stenchikov
et al. (2009). The half-lives of the signals, however, are
comparable to each other (Stenchikov et al., 2009: 16 years
for 0.5 times the total OHC recovery. VOLC-experiment:
13 years needed for 0.45 times the total OHC recovery). The
imprint of the lower OHC of Stenchikov et al. (2009) seems,
however, to be much smaller than ours (10× 1022 J versus
5.5× 1022 J), even if one would subtract the effect of the
1809 volcano in our sensitivity study. A possible explana-
tion would be a faster deep water formation in MPI-OM than
in CM2.1. This goes however beyond the scope of this work.

As neither the EPP nor the TD curves show large signif-
icant changes in the OHC (Fig. S5 in the Supplement), we
conclude that although volcanic eruptions most likely kicked
off the colder DM period, it was the reduction in the radiation
with λ > 250 nm that maintained the low temperatures until
the late 1830s.

3.2 Comparison to proxies

Back in the past, regular reliable temperature measurements
were only done in some specific locations, especially in Eu-
rope, with some station records starting around 1750 (Jones
et al., 2001). Further back, one has to rely on proxy-based
reconstructions. Different techniques and sources for 2 m
temperature reconstructions are available, and the absolute

values and variability amplitudes differ considerably from
one to another data set. Most of the proxy data originate from
tree rings. Not all techniques of tree ring-based (also known
as “dendrochronological”) temperature reconstructions are
generally accepted by the scientific community (e.g., Cecile
et al., 2013). Furthermore, there is an ongoing discussion if
dendrochronological proxies are at all a good basis for robust
reconstructions of temperature anomalies during volcanic ac-
tive periods (e.g., Tambora, 1815–1816, see also Mann et al.,
2012; Anchukaitis et al., 2012). Moreover, the exact dating
may not always be accurate enough to match exactly a spe-
cific (e.g., volcanic) event due to proximity effects (“wrong”
exposition of the tree in that particular year, e.g., in the
shade). Here, we use the best-known NH temperature re-
constructions published in the IPCC (2007), in order to al-
low comparison with other, similar modeling studies (e.g.,
Wagner and Zorita, 2005). We focus on NH temperature re-
constructions since the density of proxy data is higher over
the NH than over the SH and, therefore, NH data are expected
to be more reliable. In Fig. S4 in the Supplement, the five
different reconstructions of the NH temperatures used in this
work are illustrated (Jones et al., 2001; Esper et al., 2002;
D’Arrigo et al., 2006; Briffa et al., 2001; Mann et al., 1999).

In Fig. 6, the temperature evolution of the NH 2 m temper-
atures of the ALL, VOLC and BU experiments is compared
to reconstructions, represented by a grey envelope. ENSO
events monitored by the Niño 3.4 index are not shown. Yet, it
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still should be stated that most (over 70 %) of the events differ
from one sensitivity experiment to another with a time lapse
of ±1 year. However, in the periods of interest, which are
discussed later in this section, the ENSO events of BU and
VOLC happened at± the same period. The general anomaly
pattern shown for the ALL experiment, which shows positive
anomalies until the beginning of the 19th century, followed
by a strong cooling between 1810 and 1820, a warmer pe-
riod in the 1820s and a further temperature minimum around
1835 agree very well with the reconstructed temperatures.

The first 30 years of the ALL time series are characterized
by a slight temperature decrease, overlain by the 11-year so-
lar cycle. As obvious from the sensitivity run BU, the tem-
peratures follow the decline in solar irradiance of the Shapiro
et al. (2011) forcing (Fig. 6, top panel). The cooling after
the two smaller volcanic eruptions in the 1790s overcompen-
sates the pure solar signal. While most of the reconstructions
also show a 11 year-like cycle (Fig. S6 in the Supplement),
the dating of the minima and maxima differs among the data
sets, leading to a rather diffuse picture.

Starting from around 1805 until 1816 both the reconstruc-
tions and the modeled temperatures show a strong cooling
by up to 0.6 K. During that period, the ALL experiment is in
very good agreement with the composite of the reconstruc-
tions, although a slight overestimation of the 1809 volcanic
induced cooling in 1811–1812 is visible. After the two major
volcanic eruptions in 1809 and 1815, the temperatures in the
ALL experiment show a clear recovery until the year 1826. A
very similar behavior is observed in the reconstructions, al-
though the warming in the 1820s is stronger than in the ALL
simulation. As can be seen from the BU and VOLC sensitiv-
ity runs, the simulated temperature behavior can be explained
as a combination of solar and volcanic effects: the BU exper-
iment shows that the solar-only driven cooling starts already
around 1803, but the overall cooling is slightly postponed
by a compensating warming by the earlier volcanic erup-
tions. The eruption of Mt. Tambora in 1815 overcompensates
the solar-induced warming after 1810, leading to a tempera-
ture minimum around 1816/1817, while the solar minimum
around 1822 (BU) prevents a more pronounced warming dur-
ing the 1820s, as visible in the VOLC model experiment.

The two volcanic eruptions of 1831 and 1835 with a pre-
dominant NH aerosol loading are followed by a second pro-
nounced cold period, which is visible in the model simula-
tions as well as in the reconstructions. Also, the simulated
amplitude of this cooling, at 0.3–0.4 K, is similar to the re-
constructions.

Finally, the model simulation shows a recovery from the
cold anomaly after 1836, which can be explained by a general
increase in solar irradiance at the end of the DM as well as
dilution and removal of volcanic aerosols in the stratosphere.
The warming is also found in the reconstructions.

It should be mentioned that the separation of solar and
volcanic effects as done in BU and VOLC neglects non-
linear feedbacks. Nevertheless, we conclude that only the
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Fig. 6. Top panel: total solar irradiance from the Shapiro et al.
(2011) forcing. Lower panel: model comparison with five NH tem-
perature reconstructions of the IPCC AR4 (averaged). Magenta,
green and orange lines are model curves, the grey envelope the com-
posite of a range of tree ring-based reconstructions. Magenta thick:
ensemble mean of NH temperatures (ALL-NH). Green: same, but
for the VOLC experiment (VOLC-NH). Orange: same, but for the
BU experiment (BU-NH). Grey region: envelope of the five NH
temperature reconstructions plotted in Fig. S2 in the Supplement.
Smoothing of the model results: Gaussian 3 years FWHM, centered
on year 1. Red vertical dashed lines highlight the years in which a
volcanic eruption occurred.

combination of both volcanic events and BU decrease is able
to reproduce the reconstructed temperature patterns. More-
over, we suggest that a solar-only driven DM would have in-
duced two cold periods in the 1810s and 1820s. Those were
overcompensated by a strong VOLC warming signal in the
ALL temperature pattern.

3.3 Precipitation and tropospheric circulation

Figure 7 illustrates the absolute difference in seasonal aver-
aged precipitation (JJA and DJF) for the ALL and VOLC
run relative to the CTRL1780 constant forcing run. As can
be recognized, the intertropical convergence zone (ITCZ) is
shifted northwards to the equatorial Atlantic. Furthermore,
a sharp decrease in precipitation both during the boreal sum-
mer and winter is modeled over the Pacific warm pool region,
eastern Central America, and the maritime continent.

An interesting feature is the strong increase in precipita-
tion over the Himalayan region as well as over the eastern
part of the Indian Ocean. The surplus of precipitation in the
Himalayan region is due to an increased northeasterly flow,
coming from a northward shift of the ITCZ. In contrast, the
precipitation anomaly over the western Pacific is related to
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Fig. 7. (a)Ensemble mean of precipitation anomalies, averaged over the 1805–1825 period for the ALL run, JJA season.(b) Same for the
DJF season.(c) Same for the VOLC run, JJA season.(d) Same for the VOLC run, DJF season. For all plots, dashed areas show significant
changes in a 10 %t test.

a decrease in sea surface temperatures in the El Niño 3 re-
gion, which is consistent with reduced evaporation, modified
circulation and significant change in the ENSO signal, also
impacting – via the atmosphere the precipitation patterns in
the Indopacific region – corresponding to the mechanism pre-
sented in McGregor and Timmermann (2011). The decom-
position of the ALL forcing plot into the four different forc-
ing factors (EPP,λ < 250 nm,λ > 250 nm and VOLC) shows
that neither the solar forcing (λ <250 nm,λ > 250 nm) nor
the energetic particles significantly influence the seasonal or
annual precipitation patterns. Hence, only the volcanic run is
illustrated here (Fig. 7c and d) as it is the only run that shows
a very similar precipitation anomaly pattern as in the ALL
run.

A possible explanation for those precipitation anomalies
lies both in the modified strength and width of the Hadley
and Ferrel cells. In Fig. 8, the mass stream function (MSF)
anomalies of the ALL and VOLC runs with respect to the
CTRL1780 run are illustrated. During the boreal summer
season (JJA), the upper branch of the Hadley cell is signif-
icantly weakened (Fig. 8a) – most probably due to the vol-
canic eruptions (Fig. 8c). Moreover, the Hadley cell expands
in a northward direction (sharp decrease in the MSF field in
Fig. 8a and c at 20◦ N, meaning that the background clima-
tology illustrated as contour lines would expand towards the
NH). During the winter season (DJF), we find a significant
weakening of the Hadley cell (Fig. 8b and d) and a weak yet
significant decrease in the Southern Hemispheric Ferrel cell.

The sizes of the cells are not significantly modified during
the boreal summer season.

A similar signal has been found in Wegmann et al. (2013),
who investigated the temperature and precipitation patterns
after volcanic eruptions in preindustrial times. They con-
cluded that a changed monsoon pattern and a modified be-
havior of the tropospheric circulation cells right after the vol-
canic eruptions is able to modify the global circulation, influ-
encing short-term (some years) climate patterns over conti-
nental Europe. Although our seasonal precipitation signal is
rather weak over Europe, we investigate the short-term cli-
mate pattern changes right after the different tropical vol-
canic eruptions (1810, 1816, 1832, 1836). Over Europe, the
boreal winter SLP field (Fig. 3d) seems to switch to a more
NAOplus-like situation, facilitating the transport of moist air
from the Atlantic to the British islands and further to Scandi-
navia, while continental Europe stays in the slight influence
of the anticyclonic pattern of the Azores. This NAOplus-like
pattern influences the precipitation distribution, triggering a
significant decrease over continental Europe and a slight in-
crease over the British islands (Fig. 3f). The temperatures do
change as well (Fig. 3b), but only marginally over continen-
tal Northern Europe, and show a slightly positive anomaly,
according to the known “winter warming pattern” (see, e.g.,
Robock and Mao, 1992; Kirchner et al., 1999; Luterbacher
et al., 2004). These results are in agreement to the work of,
e.g., Iles et al. (2013), which found dryer winters and wet-
ter summers after volcanic eruptions, as we do. During the
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Fig. 8. (a)Ensemble mean of mass stream function anomalies, averaged over the 1805–1825 period for the ALL run, JJA season.(b) Same
for the DJF season.(c) Same, but for the VOLC run, JJA season.(d) Same, but for the VOLC run, DJF season. For all plots, colored areas
show significant changes in a 10 %t test. Black contour lines show the climatology for the two seasons.

summer seasons following strong volcanic eruptions, a cold
anomaly signal is found (Fig. 3a), which is likely to be trig-
gered by a significant low-pressure anomaly over continen-
tal Europe and the storm track region (Fig. 3c), leading to a
signal resembling a wet anomaly over large parts of Europe
(Fig. 3e).

4 Conclusions

We have performed a series of sensitivity experiments over
the DM with an AO-CCM, varying successively the solar ra-
diation withλ < 250 nm, the solar radiation withλ > 250 nm,
volcanic aerosols and energetic particles.

The results show that volcanic eruptions alone cannot
explain the long-lasting negative surface air temperature
anomaly during the DM found in different NH temperature
reconstructions. Yet, while the long-term negative tempera-
ture trend in the DM can be explained by the “bottom-up”
approach when reducing only radiation withλ > 250 nm, the
latter cannot explain the short and strong temperatures dips
right after the volcanic eruptions. On the other hand, the vol-
canic eruptions experiment exaggerates the recovery of the
surface temperatures in the 1820s.

We thus conclude that volcanic eruptions might have trig-
gered the cold period from 1809 on, but that this cold time
was maintained after 1816 by a lower solar irradiance. With-
out the decrease in solar irradiance, our model suggests that
temperatures would have recovered to pre-1809 temperatures
from 1820 on, except in the deep-layer ocean, in which the
volcanic signal seems to dominate over the solar signal.

The obtained results indicate that the strong solar irra-
diance changes suggested by Shapiro et al. (2011) do not
cause unrealistically large surface temperature changes dur-
ing the DM, but rather help to reach a good agreement be-
tween simulated and reconstructed temperatures. This result
contradicts the conclusions of Feulner (2011), which found
a very large disagreement between surface temperature re-
constructions and their model simulations using the solar ir-
radiance forcing from Shapiro et al. (2011). The differences
between the two studies do not arise from the selected re-
constructions. Muthers et al. (2014b) compared the temper-
ature evolution of all our four transient simulation mem-
bers (1600–2000) against the Frank et al. (2010) reconstruc-
tions used by Feulner (2011), and it is clear that even if
all the reconstructions of Frank et al. (2010) would have
been plotted in our Fig. 6, it would not have significantly
changed the overall picture. One possible explanation for this
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discrepancy between the two studies is the complexity of the
applied models. While Feulner (2011) used an earth system
model of intermediate complexity, this study uses a much
more interactive atmosphere–ocean chemistry model of high
complexity.

Our model results suggest moreover that, without the two
strong 1809 and 1815 volcanic eruptions, the NH would have
suffered a very cold period in the 1820s, possibly putting the
majority of the Earth’s inhabitants in a problematic situation.
Only the “overcompensation” of the cold anomaly after 1816
by the VOLC scenario in the Bering Sea region seems to have
prevented this solar-induced cool period.

Our sensitivity studies show that the solar influence on the
tropospheric climate is related to the bottom–up mechanism,
while the efficiency of the top–down mechanism is negligi-
ble. We do not see any significant manifestations of the top–
down mechanism (cooling in the lower tropical stratosphere
(Anet et al., 2013), modulation of the Hadley cell and sur-
face temperature changes in the Northern Hemisphere during
boreal winter). Moreover, the simulated wintertime warm-
ing over the northern land masses after the major volcanic
eruptions is not well pronounced and only marginally signif-
icant. The reasons for the weak efficiency of the top–down
mechanism in our results are not clear. It can be related to
model deficiencies in the simulation of the vertical coupling,
of the polar vortex state or the wave generation and propaga-
tion, which become especially apparent when looking at the
weak TD/EPP response. For example, Muthers et al. (2014a)
showed that the efficiency of the top–down mechanism de-
pends strongly on the climatological state of the simulated
polar vortex. Further analysis should be done to understand
whether the simulated polar vortex during the DM is too
weak or too strong. It is moreover very possible that an inter-
active ocean damps the top–down and winter warming signal
disproportionally, so that the signal disappears in the rather
high noise of the NH temperature signal. The underestima-
tion of the solar UV irradiance changes suggested by Shapiro
et al. (2011) in comparison with the latest satellite measure-
ments (Ermolli et al., 2013) could also be a reason, because
a stronger UV forcing can make the top–down mechanism
more efficient (see, e.g., Ineson et al., 2011). The other un-
expected result is the weak influence of energetic particles,
which can be explained by the absence of ozone response to
the effects of low-energy electrons discussed by Anet et al.
(2013) and probably some compensation between enhanced
ionization by GCR and depressed ionization by electrons and
protons during the DM.

We also show that due to volcanic eruptions, the hydrolog-
ical cycle can be perturbed as such to decelerate the Hadley
and Ferrel cells for timescales of 1–3 years. At the same
time, the NAO is pushed into a NAOplus-like phase in the
winters following a volcanic eruption, leading to an increase
in precipitation in northern Europe and a negative precip-
itation anomaly in southern Europe. Still, the precipitation

anomaly is weaker than in the other publications cited in our
manuscript.

It is possible that our chosen timing in the volcanic forc-
ing data (date of the year) of the 1809 and 1831 eruptions is
wrong. This could of course influence the results discussed
in the manuscript, as the timing (in the year) of the erup-
tion determines in which hemisphere most of the volcanic
aerosol will be transported. Moreover, characteristics of the
stratospheric dynamics in the DM – such as the QBO, which
was nudged in our model and in the volcanic forcing calcu-
lation – are only reconstructed, and not observed. Also here,
a certain margin of uncertainty persists, possibly influencing
our results. The anomalies in temperature and precipitation
might be more significant, as only two months of difference
in the volcanic eruption lead to different results (as stated
and shown in, e.g., Kravitz and Robock, 2011; Toohey et al.,
2011; Driscoll et al., 2012).

This is also a reason why the upwelling mechanism in the
Bering Sea region leading to the overcompensation-like tem-
perature signal after the strong volcanic eruptions should be
considered with interest, but with care. A different timing
of the eruptions might lead to a different reaction not only
of the tropospheric circulation cells, but also of the ocean.
Also, internal variability might be a reason for the simulated
response of the Bering Sea region. Also, internal variability
might influence the simulated response of the Bering Sea re-
gion: Zanchettin et al. (2013) showed that internal climate
variability can strongly spread the simulated decadal climate
response to a strong eruption, with individual realizations
differing for up to 1 K in decadal NH temperature outputs
during the first two decades after the 1815 Tambora erup-
tion. A higher number of ensembles would consolidate our
findings.

Future investigations should be done focusing on the
downward propagation of the stratospheric perturbations in
a model with prescribed sea surface temperatures versus a
model with an interactive ocean. Future research should also
investigate to what extent the impact of decreasing SEP/LEE
efficiency can compensate for increasing GCR influences on
regional temperature changes. The upwelling signal in the
Bering Sea region should be confirmed with a different tim-
ing of the volcanic eruptions and another model setup. More-
over, the statistical testing procedures should be consolidated
by increasing the number of ensemble members.

Supplementary material related to this article is
available online athttp://www.clim-past.net/10/921/2014/
cp-10-921-2014-supplement.zip.
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Figure S1.: Ensemble mean of 2m-Temperature differences, averaged over the 1805-1825 period
for the ALL run, JJA (left) and DJF (right) seasons. Only areas which are significant
at the 5% level are colored (two sided t-test).

Figure S2.: Ensemble mean of 2m-Temperature differences, averaged over the 1805-1825 period
for the EPP run, boreal winter season (DJF). Only areas which are significant at the
5% level are coloured (two sided t-test).
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Figure S3.: Climatology of the sea level pressure patterns during the boreal winter season (DJF)
of the ALL experiment.
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Figure S4.: Ensemble mean of detrended global ocean heat content (OHC) anomalies relative
to CTRL1780, plotting technique analogue to Stenchikov 2009. For a and b: Black
curve shows global total OHC (0 m-6020 m), green curve global OHC of the top
300 m, blue curve global OHC of the layers below 300 m (300 m-6020 m). Envelope
shows the min/max values. (a): For TD; (b): for EPP. Red vertical lines highlight
the years, at which a volcanic eruption occurred.
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Figure S5.: Northern hemispheric temperature reconstructions following IPCC AR4. Cyan,
JON2001: Jones et al. (2001); Blue, ECS2002: Esper et al. (2002); Green, DWJ2006:
d’Arrigo et al. (2006); Orange, BOS2001: Briffa et al. (2001); Magenta, MBH1999:
Mann et al. (1999). Red, dashed vertical lines highlight the years, at which a volcanic
eruption occurred.
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