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Abstract

Convective storms are often associated with high rainfall rates, and if a convective storm stays stationary

or moves slowly, the area over which it occurs will experience high precipitation accumulations. High

amounts of precipitation in a short period of time is an important ingredient for natural hazards such as

flash floods, landslides and debris flows.

These Stationary Convective Storms (SCS) have been analyzed in a few studies, but never for Switzer-

land. Here Lagrangian thunderstorm track data combined with blended radar-rain gauge precipitation

fields are used to compile a climatology of SCS for Switzerland for the period from 2005 to 2018.

Three different definitions for stationarity based on cell location and size are introduced and compared

using different thresholds. For the climatology, the definition of stationarity based on weighted storm

cell centroids’ location is used. The resulting climatology provides an overview of SCS regarding their

spatio-temporal characteristics and their precipitation characteristics which are then compared to non-

stationary convective systems. SCS frequency and precipitation properties depend on the prevailing

weather types, on the season, and the geographic setting, and they exhibit a strong diurnal cycle. They

occur most frequently in the northern and southern Prealps and are responsible for some of the highest

precipitation accumulations caused by single cells. Depending on the region, SCS only make up 3.03-

4.67% of all storms; however, locally they can produce up to 74% of the top 100 highest precipitation

accumulations by convective storms. Hotspots can be found in the Jura mountains, eastern Grisons,

and central Switzerland.

Furthermore, a high-resolution WRF model simulation was used to analyze the mechanics leading to

the stationarity of convection in a case study of a storm which occurred over the Bernese Prealps. The

model could not reproduce the stationary convection but produced mesoscale meteorological conditions

that could be potentially conducive to stationarity following the mechanisms found in current literature.
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1 | Introduction

Precipitation is a function of the average rainfall rate multiplied by the duration of the rainfall event.

Convective systems can cause high rainfall rates and if they stay stationary or move slowly, the area

over which the they occur will experience heavy precipitation (SODERHOLM et al. 2014) Convective

precipitation occurs when moist air parcels are lifted vertically through the atmosphere due to buoyancy.

While the parcels are lifted, they cool down to the point of saturation, leading to any excess moisture

condensing and precipitating. The heat released in this process contributes further to the buoyancy of

the air parcel (DOSWELL 2001).

A variety of triggers can initiate convective storms, and the precipitation they release can locally be

of high intensity, which makes rainfall amounts challenging to forecast. While recent advancements

in high-resolution numerical weather modelling have considerably improved the skill of forecasts re-

garding the timing and location of storms, there are still difficulties with predicting the precipitation

amounts in complex topography (FLESCH and REUTER 2012, WAGNER et al. 2018). Convective pre-

cipitation may trigger natural hazards, such as flash floods, landslides, and debris flows (CANUTI et al.

1985, GUZZETTI et al. 2008). Those hazards frequently cause fatalities (BADOUX et al. 2016) and they

are responsible for damages in Switzerland that averaged 141 million CHF annually between 1972 and

2017 (ANDRES and BADOUX 2019, HILKER et al. 2009). Due to these devastating consequences, the

forecasting of flash floods, landslides, and debris flows is of substantial interest to the Swiss population

and authorities.

There are efforts underway to provide early warning systems for flash floods, landslides, and debris

flows. All these systems require a accurate forecast of (intense) precipitation (e.g. BAUM and GODT

2010, OSANAI et al. 2010, ROMANG et al. 2011, LIECHTI et al. 2013, PANZIERA et al. 2016). Current

high-resolution convection models used for numerical weather prediction are generally able to represent

the spatial structure and timing of the onset of convection; however, they are still struggling to forecast

the intensity of precipitation (WAGNER et al. 2018). There are many potential causes for this, such
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as sensitivity to uncertainties in the large-scale flow and the boundary layer structure (HANLEY et al.

2011) or model properties such as the effect of model terrain height and smoothing on the convective

initiation (SCHNEIDER et al. 2018), or the time step size (BARRETT et al. 2019). Consequently, the

early warning systems are still limited. To overcome these limitations, observation-based climatologies

are needed for warnings, risk assessments in the insurance sector (BOTZEN et al. 2010), the verification

of numerical weather prediction models (e.g. SPIRIDONOV et al. 2010, SCHWARTZ et al. 2018) and as

training data for new approaches based on machine learning (FORESTI et al. 2019).

There are two different basic approaches for the creation of such climatologies: Eulerian and La-

grangian. The Eulerian approach analyses a measured field at fixed points over time. This approach

has been used for many climatologies, focusing on the spatial and temporal distribution of extreme pre-

cipitation and hail. For example, LUKACH et al. (2017) produced a 10-year radar climatology of hail in

Belgium. Similar work has been done by NISI et al. (2016) for Switzerland. Many examples more fo-

cused on the precipitation can be found for the US (e.g. CARBONE and TUTTLE 2008, CARBONE et al.

2002, LOMBARDO and COLLE 2010, SCHUMACHER and JOHNSON 2008) but also for other countries,

e.g. Canada (BRIMELOW et al. 2004), China (HUANG et al. 2017), and the Netherlands (OVEREEM

et al. 2009). Another example by WECKWERTH et al. (2011) looked explicitly at convective initiation.

This type of climatology can provide information on a high temporal and spatial resolution. For ex-

ample, BARTON et al. (2020) produced a 7-year precipitation assessment of Switzerland with 5 min

temporal and 1 km2 spatial resolution based on blended radar-rain-gauge data.

While the Eulerian approach is undoubtedly diverse, statistics concerning the track of a thunderstorm

such as its length, duration, and speed require a different type of data which only a Lagrangian approach

can provide. The Lagrangian approach is based on the identification of specific convective cells and

the subsequent tracking of these cells. This is a complex task which requires data with high spatial and

temporal resolution. The potential of such Lagrangian storm track data, however, is vast. Movement

data can, for example, be used for machine learning-based nowcasting. FORESTI et al. (2019) used a

10-year archive of radar data to extract the motion of radar precipitation echoes. They then used this

dataset to train an artificial neural network to nowcast the growth and decay of precipitation over the

Swiss Alps.

In recent years, there have been efforts to create such Lagrangian storm track climatologies for many

world regions. For example, in north-western Italy (DAVINI et al. 2012), Oklahoma in the United States

(HOCKER and BASARA 2008) or Southeast Queensland in Australia (PETER et al. 2015). For Switzer-
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land, there is a comprehensive 15-year climatology, with a particular focus on hailstorm tracks, by NISI

et al. (2018). While their radar-based climatology was focused mainly on hail-producing convective

storms, the cell track database they produced also offers a wealth of Lagrangian data which allows for

the further study of the life cycles of different stormtypes. In this thesis, the focus is specifically on

stationary or slow-moving convective storms. There is no clear definition of when a storm is consid-

ered stationary. Generally, for a storm to be recognized as stationary, it must stay over a region for a

prolonged period of time; however, it can move slowly.

This specific type of convective storm, has only been analyzed in a few select studies. Early case studies

by MADDOX et al. (1978) looked at two flash floods in the western US (Rapid City 1972, Big Thompson

1976). In both cases, they found that conditionally unstable and extremely moist air masses impinged

perpendicularly onto mountainous terrain ("cross-barrier") forced by strong flow at low levels. This

process led to convective storms, producing heavy precipitation, which moved slowly due to unusually

weak upper-level winds. Similar results were found by more recent studies based on observational

data and numerical modelling approaches (DUCROCQ et al. 2008, MIGLIETTA and ROTUNNO 2009,

SODERHOLM et al. 2014). Though, these three studies also found other possible mechanisms which

can cause this stationarity. What all the mechanisms have in common, is that stationary, long-lasting

storms arise from the interaction of convective storms with orography.

Switzerland, with its complex orography, could potentially be well suited for stationary convective

storms. However, there has not yet been any work done to investigate this type of storm’s prevalence

and mechanics. Thus, this master thesis aims to fill this knowledge gap by characterizing stationary

storms over Switzerland. For this purpose, first, a climatology will be produced using cell track data

for the convective season (April-September) of 2005-2018 to answer the following questions:

(a) Where do stationary convective storms occur?

(b) When do stationary convective storms occur?

(c) How do the spatio-temporal characteristics of stationary storms differ from those of

non-stationary storms?

In a second step, after characterizing stationary storms over Switzerland in this climatology, a case

study will be performed to analyze the mechanics leading to these storms’ stationarity. For this analy-

sis, a high-resolution numerical weather prediction model will be used to reproduce a storm and get an
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in-depth understanding of the local-scale processes leading to its stationarity. This approach has previ-

ously been used for example by TREFALT et al. (2018) to investigate the influence of mountain wind

systems and cold-air outflows on the initiation and propagation of a severe hailstorm over the northern

Swiss Prealps. Another example can be found in a Case Study by YANG et al. (2014) who investigated

the influence of urban modification on a storm system’s rainfall characteristics.

In this thesis, the Weather Research and Forecasting (WRF) model (POWERS et al. 2017) will be used

to reproduce the storm in the case study with high spatial and temporal resolution. The study will help

to answer the following two questions:

(d) What are the mesoscale conditions under which stationary convective storms occur?

(e) What are the mechanisms on the local scale that allow the storms to stay stationary?

Chapter 2 of this thesis provides an overview of the current state of research into stationary storms and

the different theories on their formation. Following this, Chapter 3 provides an in-depth description

of the data used to produce the climatology and the case study. Subsequently, Chapter 4 describes all

the methods used in this master thesis. In Chapter 5, the results are presented and then discussed in

Chapter 6. Finally, in Chapter 7, the conclusions are drawn.



2 | Literature Review

2.1 Stationary Convective Storms

For deep moist convection (DMC) to develop three necessary conditions must be present: First, there

must be a conditionally unstable environmental lapse rate, which means that a rising air parcel could

become buoyant if it becomes saturated at some point, depending on the surface temperature and hu-

midity. In connection to this, the second requirement is sufficient moisture in lower levels. If these

two conditions apply, a lifting mechanism may force an air parcel to its level of free convection (LFC)

where it becomes more buoyant than the surrounding atmosphere and therefore initiates convection.

This mechanism for lifting is consequently the third requirement for DMC to occur. DMC will con-

tinue as long as these three requirements are met (e.g. DOSWELL 2001).

A typical convective cell has a life cycle with three stages that can be seen schematically in Figure 1.

The cumulus stage, where the convection initiates and the storm is characterized by strong updrafts,

followed by the mature stage, which has both sustained updrafts and downdrafts, and is associated

with heavy precipitation. Depending on the vertical wind shear, these downdrafts can either be located

horizontally shifted from or coinciding with the updrafts. The drag of falling precipitation causes the

downdrafts. They can further intensify due to melting, evaporation, and sublimation of precipitation in

the falling air, which causes diabatic cooling. The cold downdrafts then reach the surface where they

spread out horizontally in the form of a density current. This current can either cut off the supply of

warm air, which is necessary for continued convection, or trigger new cells. Consequently, the storm

enters its final stage, the dissipating stage, in which it only consists of downdrafts (e.g. LOHMANN et al.

2016).

The lifetime of such an isolated convective cell is approximately 40 minutes to one hour, depending

on the depth of the convection, and the intensity of the updrafts (e.g. DOSWELL 2001). However, this

thesis focuses on longer-lived storms. For longer-lived storms, the attention has to be on multicell and
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supercell storms. These storm types have a key ingredient which leads to their longevity: vertical wind

shear. The shear separates the updrafts and downdrafts of the storm horizontally. Consequently, the

downdrafts cannot cut off the updrafts (e.g. LOHMANN et al. 2016).

In a multicell storm, the density current of one convective cell can cause the initiation of another one

within the same storm system. This process allows the storm to continue for multiple hours. A supercell

storm can occur if there is strong anticyclonically turning wind shear (20ms−1) in the lowest 6 km of

the atmosphere. This storm type consists of only one convective cell with one large updraft and two

downdrafts. A continuous source of hot and moist air allows the storm to sustain itself for a long time

(e.g. LOHMANN et al. 2016).

Figure 1: The three stages of a convective cell: (a) cumulus stage, (b) mature stage, and (c) dissipating stage. The grey
arrows show the motion of air, the black arrows on the left axis the horizontal wind profile, and the dashed horizontal line the
0° C isotherm. (from LOHMANN et al. 2016)

As mentioned before, vertical wind shear is necessary for these long-lived storm types to occur. How-

ever, a sheared environment is not conducive to a storm staying stationary due to the winds required.

For a storm to stay stationary and have a long lifetime, special conditions are required. Some possible

mechanisms for this will now be presented in the rest of this chapter.

DUCROCQ et al. (2008) simulated three heavy precipitation events over southern France. In all three

cases, a low-level jet (LLJ) of warm and moist air formed over the Mediterranean ocean and then im-

pinged onto the Massif Central. In one case over the Cévennes region, orographic forcing by the Massif

Central foothills was the primary mechanism that continually produced new convective cells. In an-

other case over the Gard plain, a low-level cold pool generated by diabatic cooling through evaporation

of precipitation caused blocking and forced the LLJ to ascend. This cold pool propagated downslope

due to its high density. If the propagation speed downslope becomes balanced with the LLJ blowing
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uphill, a stationary convective storm can form, as shown in Figure 2.

Figure 2: Schematic of a stationary cold pool on a mountain slope. The cold pool is shown in blue with the downslope arrow
showing the winds it produces. The LLJ is shown by the arrow pointing upslope. The cold pool propagates downslope and is
balanced by the LLJ blowing uphill.(adapted from KIRSHBAUM et al. 2018)

Similar results were found by MIGLIETTA and ROTUNNO (2009) when they performed idealised simu-

lations of a conditionally unstable flow over a 2D ridge. They tested different ridge heights and widths,

combined with varying wind speeds. For weak environmental wind speeds (= 2.5ms−1) they found a

similar process as described in the Gard plain case study above (Figure 3a). If the environmental wind

speed is of medium strength (= 10ms−1) they also found a stationary convective storm on the lee side

of the mountain ridge. For this case, they discovered a "hydraulic jump" where convection downstream

produces a stationary cold pool which triggers further convection. MIGLIETTA and ROTUNNO (2009)

also found stationary convection when the environmental wind speed is high (= 20ms−1). In this case

the air parcels do not have time to cool sufficiently to form a cold pool before reaching the mountain

ridge and subsequently descending on the lee side. Consequently, a stationary convective system such

as the one observed by DUCROCQ et al. (2008) the Cévennes case can form.

So far, only examples of stationary convection caused by cross-barrier wind flows have been discussed,

but there is also the option for along-barrier flows to cause it. SODERHOLM et al. (2014) looked at

short track long duration events (STLD) over the Black Hills in western South Dakota in the US.

They found that weak winds aloft coupled with low-level winds along the mountain ridge provide an

environment for stationary thunderstorms. The flow along the barrier is drawn upslope by heating on

the crest, creating a convergence line along the ridgeline. Convective cells form downwind of the crest

where they create cold pools that do not interfere with the upwind convergence line as can be seen in

Figure 4.
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Figure 3: The effect of different wind speeds on convection caused by cross-barrier flow. For weak wind (a), rainfall and
evaporation generate a cold pool on the slope which travels downslope and which can trigger further convection in the same
location if the cold air outflow is balanced by the LLJ inflow. For intermediate wind (b), there is convection triggered on
the mountain’s lee side, and a hydraulic jump which can cause stationary convection. For intense winds (c), the evaporative
cooling is too small for a cold pool to form on the ridge’s windward side. The strong winds transport the cold air to the lee
side. (adapted from MIGLIETTA and ROTUNNO 2009)

Figure 4: The effect of along-barrier low-level flow. The flow is drawn upslope as it travels along the ridge, creating a
convergence line on the crest (a). The convective cells forming then produce a cold pool on the ridge’s downwind side, which
does not interfere with the up-slope convergence line (b). This process then allows for convective cells to continually be
generated in the same location. (adapted from SODERHOLM et al. 2014)
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Overall there seem to be four mechanisms which lead to stationary convection that can be found in

literature:

• Strong cross-barrier flow causes convection at the mountain slope with no cold pool develop-

ing on the upwind mountain slope due to limited time for diabatic cooling (MIGLIETTA and

ROTUNNO 2009).

• Intermediate cross-barrier flow allows for a “hydraulic jump” on the mountain’s lee side (MIGLI-

ETTA and ROTUNNO 2009).

• Cross-barrier flow causing convection on the upwind slope, which produces a cold pool that is

kept stationary by a LLJ. This allows for stationary convection at a distance from the mountain

ridge (DUCROCQ et al. 2008, MIGLIETTA and ROTUNNO 2009).

• Along-barrier wind flow which causes convection on the ridge and separates cold pools such that

they do not interfere with the upwind convergence line (SODERHOLM et al. 2014).

2.2 Thunderstorm climatologies

Early studies about the statistical characteristics of convective storms were based on weather station re-

ports. For example, CHANGERY (1981) and CHANGNON (1988) both used data from weather stations

of the National Weather Service (NWS) in the US to analyse spatio-temporal characteristics of thun-

derstorms. The quality of the data limits these early works. The NWS stations; for example, recorded

thunderstorms only when the weather observer heard thunder.

More recent studies use data from lightning detection networks, satellite observations, and especially

precipitation radars. These modern technologies provide much improved spatio-temporal resolution

but also have their drawbacks; Lightning detection networks measure thunderstorms’ electrical activ-

ity, which can be used to determine their intensity, but they naturally miss convective storms when

no lightning occurs (e.g. MÄKELÄ et al. 2010, POELMAN 2014, WAPLER 2013). Satellites allow for

observations on a large scale, especially in areas where no ground stations are available. Infrared bright-

ness temperatures are then used as a proxy to infer rainfall events. However, these inferences are subject

to substantial errors (TUTTLE et al. 2008). Ground-based radars offer a high spatio-temporal resolu-

tion covering large areas, which allows for insights into the small-scale spatial structure of convective

systems, which is important because of their high spatio-temporal variability. Due to these properties,

radars have become an invaluable tool for many weather services to nowcast convective precipitation
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(e.g. BECH and CHAU 2012, FORESTI et al. 2015). However, only in recent decades have "long-term"

radar archives, which allow for the climatological study of convective storms, become available for

many world regions.

As mentioned in the introduction, there is a need for Lagrangian storm track data to investigate sta-

tionary thunderstorms. The simplest way to produce such a Lagrangian dataset is manual tracking

(e.g. HOUZE et al. 1993, NIYOGI et al. 2010). However, this approach is flawed because of the sub-

jectivity, and it is very labor intensive and consequently not suitable for the production of long term

climatologies.

Many meteorological services have therefore developed computational methodologies for automatic

identifying and tracking of storm cells. For example, TITAN (DIXON and WIENER 1993) and SCIT

(JOHNSON et al. 1998) in the US, SWIRLS (LI and LAI 2004) in Hong Kong, and TRACE3d in

Germany (HANDWERKER 2002). For Switzerland, the Thunderstorms Radar Tracking (TRT) tool has

been developed by MeteoSwiss and is now used operationally (HERING et al. 2004). These tools

have been used to describe the characteristics of convective storms all over the globe. For example

GOUDENHOOFDT and DELOBBE (2013) produced a 10-year climatology for Belgium, where they

looked at storm frequency, spatial distribution, initiation location, storm track length, storm duration,

and cell speed. Similar climatologies have been produced for north-western Italy (6-year; DAVINI et al.

2012), southern Quebec CA (9-year; BELLON and ZAWADZKI 2003), New Mexico US (9-year; SAXEN

et al. 2008), North Dakota US (5-year; MOHEE and MILLER 2010), Oklahoma US (10-year; HOCKER

and BASARA 2008), Prut River Basin RO (15-year; BURCEA et al. 2019), South Florida US (2-year;

LÓPEZ et al. 1984), and Southeast Queensland AU (8-year; PETER et al. 2015). For Switzerland, there

is the aforementioned 15-year climatology, with a particular focus on hail, by NISI et al. (2018).

Other than these multiyear climatologies there have also been several studies which looked at the char-

acteristics of storms only in a single season, e.g. Sydney AU (POTTS et al. 2000), Darwin AU (MAY and

BALLINGER 2007), Western Ghats IN (UTSAV et al. 2017), Cuba (NOVO et al. 2014), and Germany

(WEUSTHOFF and HAUF 2008).

While the studies mentioned above describe the thunderstorms’ movement, almost none pay specific

attention to slow-moving or stationary ones. The one exception is the previously study by SODERHOLM

et al. (2014). They looked at three different storm types; short track short duration (STSD), short track

long duration (STLD), and long track long duration (LT LD) convective storms over a span of 10 years

over the Black Hills in South Dakota. An STLD event was defined as a storm which moved less than 25
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km in at least 90 minutes. For an LT LD Storm, a cell had to survive for at least 120 minutes and travel

more than 100 km. The duration minimum of 90 minutes was chosen because it is sufficiently long for

heavy precipitation to accumulate. The 25-km distance corresponds to the cross-barrier length scale of

the Black Hills. They found that STLD and LT LD events each only make up about 20% of all storms.

However, they only looked at 130 storms in total. Additionally, they looked at thermodynamic profiles

to assess whether the thermodynamic conditions between the three groups differed. While there were

many subtle differences observed only one was statistically significant at the 95% confidence level: The

LCL height for STSD soundings was significantly higher at 2601 m compared to STLD (2118 m) and

LT LD (2010 m) respectively. Furthermore, North American Mesoscale Forecast System (NAM) model

analyses were used to compare the three groups’ wind profiles. The low-level wind profiles of the STLD

events predominantly aligned with the Black Mountains’ ridge axis. This led the authors to hypothesize

that low-level winds aligned with the long terrain axis are favorable for stationary convection, which

was described in the previous chapter (SODERHOLM et al. 2014).





3 | Data

For this thesis, several different data types from different sources are used. For the climatology La-

grangian thunderstorm track data generated by the TRT algorithm (Chapter 3.2) from radar data (Chap-

ter 3.1) is combined with precipitation data (Chapter 3.3) and information about the mesoscale weather

conditions in the form of weather types (Chapter 3.4) and reanalysis data (Chapter 3.5). For the case

study, a numerical weather simulation is performed (Chapter 3.6).

3.1 Radar Data

In this thesis, Lagrangian storm track data is required to analyse the movement of the storms. Radar is

an observation system with the unique capability to observe convective storms at a high temporal and

spatial resolution over a large domain, which is critical for the subsequent tracking of individual storms.

The Lagrangian storm track data used in this thesis is based on observations by the MeteoSwiss radar

network. Up to 2011, the network consisted of three C-band Doppler radars (JOSS et al. 1998), which

were then replaced by dual polarisation radars (GERMANN et al. 2015) between 2011 and 2012. In

2014 and 2016, two additional radar sites were added (Figure 5) Detailed information on the radars can

be found in JOSS et al. (1998) and GERMANN et al. (2006, 2016, 2017). The dataset used here covers

the convective season (April-September) of 2005-2018 at a 1 km2 spatial and 5 min temporal resolution.

It contains approximately 1.15 million individual storm tracks over Switzerland and surrounding areas.
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Figure 5: Study region and the five subregions (black, more details in chapter 4.2). The coloured dots mark the locations of
the different radars of the MeteoSwiss radar network. Albis, La Dôle, and Monte Lema (red) were the original stations with
the stations on the Plaine Morte and the Weissfluhgipfel being added later (blue).

3.2 Thunderstorm Radar Tracking (TRT)

For thunderstorm tracking, MeteoSwiss has developed TRT, a multi-radar tracking algorithm. It iden-

tifies and tracks thunderstorms, classifies their severity, and extrapolates their position for the next 60

minutes. TRT is based on an adaptive reflectivity thresholding scheme using radar images. This vary-

ing threshold (36-48 dBZ) is important because it allows the simultaneous tracking of cells at different

stages of their life cycle. A fixed threshold would have the downside of clustering large areas of con-

vection into a single object at a low threshold or if a high threshold is chosen it would only detect

mature cells (HERING et al. 2004). Thanks to this, the algorithm is able to track individual cells instead

of storm systems. The tracking of the cells is based on the geographical overlapping of cells in succes-

sive timesteps while considering their displacement velocity. For more details on the TRT, algorithm

refer to MOREL et al. (2000, 2002), MOREL and SENESI (2002), HERING et al. (2004), HERING et al.

(2008), and ROTACH et al. (2009). The TRT data used here was generated by applying the latest opera-

tional version of TRT on an archive of radar scans. Reprocessing all the data with the same algorithms

increases the homogeneity of the final TRT dataset (NISI et al. 2018).
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3.3 Precipitation Data

To analyse the precipitation produced by the convective storms, combined radar - rain gauge measure-

ments by MeteoSwiss are used. The two measurement devices are combined in order to improve the

accuracy of rainfall maps by using their complementing properties. As mentioned above, radars pro-

vide large scale coverage at a high temporal and spatial resolution. However, their rainfall intensity

measurements are flawed due to variability in the relationship between reflectivity and rainfall inten-

sity. On the other hand, rain gauges provide accurate measurements, but their coverage is limited to a

sparse network. At MeteoSwiss, the two systems are combined using a geostatistical merging scheme

named CombiPrecip (CPC) (SIDERIS et al. 2014).

CPC is aggregated on an hourly basis. It could technically work on shorter time scales; however, the

hourly aggregation has advantages regarding the stability of the blending process and reduces discrep-

ancies between radar and rain gauges due to various error sources (VILLARINI et al. 2008, SIDERIS

et al. 2014). To be used with the TRT data, the CPC data therefore must first be disaggregated into

shorter 5 minute rainfall maps. For this, the disaggregation method by BARTON et al. (2019) was used

in this thesis.

The TRT data and the CPC data are combined to an initial dataset containing approximately 1.15

million cells between 2005 and 2018. For each cell, the variables in Table 1 are available at 1 km2

spatial and 5 minute temporal resolution (others too, but they are not used here).

Table 1: Variables available in the thunderstorm dataset for each storm cell.

Parameter Explanation Units

Storm-ID A unique ID for each storm -

First Detection Date and time of storm initiation -

Last Detection Date and time of storm decay -

Centroid Coordinates
Coordinates of storm centroid for each 5 min step for the
entire storm life cycle

[° N and E]

Contour Coordinates
Coordinates of the storm contours for each 5 min step for the
entire storm life cycle

[° N and E]

Storm Area Area of the storm [km²]

Storm Velocity Velocity of the storm in U and V components [km/h]

Precipitation Data Amount of Precipitation per pixel of the Storm [mm]
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3.4 Weather Types

To get a first overview of the synoptic weather conditions present with different convective storm types,

a Weather Type Classification by MeteoSwiss is used. weather type classifications identify recurrent

weather patterns for specific regions. Here, the GrossWetterType (GWT) classification method based

on geopotential height with ten classes is used. The GWT is based on the wind speed and direction at

500 hPa height in central Europe and is calculated from European Center for Medium-Range Weather

Forecasts (ECMWF) ERA-interim reanalysis data (01/09/2002-31/12/2010) and later from operational

ECMWF Integrated Forecast System (IFS) data (from 01/01/2011) (WEUSTHOFF 2011). The GWT

classifies the weather into eight wind directions, low pressure, and high-pressure weather situations.

3.5 ERA5 Data

For the analysis of the mid-tropospheric wind fields, ECMWF ERA5 reanalysis data at 750 hPa are

used. ERA5 is a dataset produced by using the 4D-Var data assimilation integrated into the IFS. The

dataset has a spatial resolution of 31 km2 and a six-hourly temporal resolution. (HERSBACH et al. 2020)

3.6 Weather Research and Forecasting (WRF) Data

For the case study in this master thesis, a simulation of the WRF model is used. WRF is a convection-

permitting numerical weather prediction model developed by the National Center for Atmospheric

Research (NCAR) and is one of the most widely used models (Powers et al. 2017). In this thesis,

version 4.0.1 of the Advanced Research WRF (ARW) is used. The ARW is a particular configuration

of the WRF which can be applied to "real-time NWP, weather events and atmospheric-process studies,

data assimilation development, parameterised-physics development, regional climate simulation, air

quality modelling, atmosphere-ocean coupling, and idealised- atmosphere studies." (SKAMAROCK et

al. 2019).

Here the predicted particle properties (P3) scheme (MILBRANDT and MORRISON 2016) is used for the

parametrisation of the cloud microphysics. The model is forced with external data from the ECMWF

operational analysis and is run in two nested domains, of which the inner domain (3.70°E-13.81°E,

43.85°N-49.49°N) is used for this thesis. The WRF model output consists of 191 different variables in

a 4D grid (x,y,z,t). The model is run with a spatial resolution of 1.5 km2 on 50 vertical model levels

and output at a 5-minute temporal resolution.
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The first part of this master thesis focuses on producing a climatology of Stationary Convective Storms

(SCS) over Switzerland. For this, stationarity must first be defined (Chapter 4.1). After that, the Input

data is prepared (Chapter 4.2), and then the final data is analysed (Chapter 4.3). In Chapter 4.4 the

methods for the second part of the thesis, the case study, are described.

4.1 Stationarity

The first step towards the analysis of SCS is to find a definition of stationarity which can be opera-

tionalised on the available data for the climatology. There are several different ways that stationarity

can be defined and initially, three of them are tested and compared in this thesis. The three tested

methods are described here.

Definitions one and two are inspired by SODERHOLM et al. (2014), who defined STLD storm cells as

cells that move less than 25 km over at least 90 minutes. Here we define the gravitational centre of a

storm cell as its current position. Both definition one and two are based on a maximum distance that

the cell can move in a specific time period.

1. End-to-end Stationarity (ETES)

Here the distance a cell travelled is calculated by comparing the cell coordinates at two different

times that are at least a certain number of minutes apart. This definition is applied in two different

ways (Figure 6a):

• End-to-End Stationarity Lifetime (ETESl)

The whole lifetime of the cell is considered. The distance dli f etime is calculated between the

location of the first (Pt0) and the last observation (Ptend ) of the cell and must be less than a

given threshold for the cell to be considered stationary(Eq. 1).
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dli f etime = distance(Pt0 ,Ptend ) (1)

• End-to-end Stationarity partial (ETESp)

Only a time interval is considered and not the complete lifetime of the cell. The cell must

not move more than a certain distance in a given time interval. However, it can move more

outside of this interval. The distance dpartial is calculated following Equation 2 with Ptx

denoting the position of an arbitrary observation of the cell and Ptx+T as the position of the

same cell T timesteps later. For T , all values between the minimum threshold and the total

lifetime of the cell are tested (Eq. 2).

dpartial = distance(Ptx ,Ptx+T ) (2)

2. Path Stationarity (PS)

Here the distance a cell travelled is calculated by summing up the distances between each ob-

servational timestep over a given time interval. Again, this definition is applied in two different

ways (Figure 6b):

• Path Stationarity lifetime (PSl)

The whole lifetime of the cell is considered. The distance dli f etime is calculated for all cell

positions between the first and the last observation of the cell (Eq. 3).

dli f etime = distance(Pt0 ,Pt1)+distance(Pt1 ,Pt2)+ ...+distance(Ptend−1 ,Ptend ) (3)

• Path Stationarity partial (PSp)

Only a set time interval is considered. The cell must not move more than a certain distance

in a given time interval. However, it can move more outside of this interval. The distance

dpartial is calculated following Eq. 4.

dli f etime = distance(Ptx ,Ptx+1)+distance(Ptx+1 ,Ptx+2)+ ...+distance(Ptx+T−1 ,Ptx+T ) (4)

3. Overlap Stationarity (OS)

Here the area a storm cell covers and how it changes over time is analysed. Stationarity is defined
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as a minimum overlap percentage (O) of that area between different observation times of the cell

(Figure 6c). The overlap percentage is calculated following Equation 5 with Ax denoting the area

of a cell at timestep x (Eq. 5).

O =
Ax∩Ax+T

Ax
(5)

These three definitions are tested with different thresholds for the time/distance or time/overlap.

Figure 6: Schematic of the different stationarity definitions. The grey clouds mark the convective storm at different timesteps
of its lifetime. The red dots mark the gravitational centre of the storm at each timestep. a) shows the ETES definition with the
red line showing ETESp and the black dashed line showing the ETESl distance. The same in b) for PSl and PSp. C) shows
the overlap definition with the overlaps marked in red.

Several different distance limits are tested for the PS and the ETES. Additionally, several different time

limits are investigated. All definitions are tested for the time limits of 30, 60, 90, and 120 min. For

the PS and ETES definitions, the distance limits from 5km to 45km are investigated at 5km intervals.

For the OS definition, the overlaps from 10%, 20%, . . . , 90% are tested at the same time limits as the

previous definitions.

4.2 Data Processing

As a first step to producing the climatology, the initial dataset’s size is reduced by removing all cells

with a lifetime of fewer than 15 minutes. The resulting dataset contains around 470’000 cells which

are of interest for the climatology of SCS. Of those cells, 218’650 lie within the study area (Figure

5). The study area is subdivided into five sub-regions which are roughly defined by their geographic

and orographic properties. The five regions are the Jura Mountains, the Central Plateau, the north-

ern and southern Prealps, and the Alps. The Jura Mountains are a sub-alpine mountain range on the

north-western border of Switzerland separated from the Alps by the Central Plateau. The Plateau is a
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relatively flat, densely populated area which spans from Lake Geneva up to Lake Constance and is bor-

dered by the Jura in the north-west and the Prealps in the south. Here the hilly areas north and south of

the Alps are considered separate areas from the central Alps due to their proximity to the flatter Plateau

and Po-Valley, and their lower elevations. The fifth subregion are the Alps which are characterized

by multiple mountain ranges and valleys. The borders between Prealps and Alps are not well-defined

regions, so the lines drawn here are somewhat arbitrary.

In the next step, the different stationarity definitions are applied to each cell. For the ETES and PS

stationarity definitions, distances need to be calculated. The dataset provides the storm cell weighted

centroid coordinates with latitude/longitude values on the wgs84 (NGA 2014) coordinate system at

each timestep. The distance method of the geopy python package (v. 2.0.0) (ESMUKOV 2020) is used

to calculate distances. It calculates the geodesic distance using the method given by KARNEY (2013).

As a third step, the ERA5 wind fields and the GWT information is added to complete the dataset. The

ERA5 wind fields have a different temporal and spatial resolution than the TRT data. To combine

them, each storm cell’s mean location is calculated and then matched to the closest pixel in ERA5 at

the timestep closest to the initiation time of the cell. The GWT Information is daily and is simply added

by date.

Finally, the precipitation information is processed to give information about the precipitation accumu-

lation. All the calculated variables in the final dataset are shown in Table 2.

The final dataset is then analysed on a per-cell basis regarding the differences between the SCS and

other cell storm types. To do this, the dataset is split into three different cell types:

• SCS – the stationary cells identified with the chosen stationarity definition

• LT LD – (Long-Track-Long-Duration cells) – Inspired by SODERHOLM et al. (2014) the SCS are

compared to cells which move far during their lifetime. Here, cells which moved at least 100 km

in a lifetime of at least 90 minutes were defined as LT LD cells.

• OT HER – All other cells

Together, these three classes contain 100% off the storms in the dataset.
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Table 2: Variables which were added to the initial dataset either by calculation from existing variables (Table 1) or by
combining the different datasets.

Parameter Calculation Units

Duration
Difference between the time of first detection and time of the
last detection

[Minutes]

Distance Travelled
Depending on Stationarity definition either Formula 1, 2, 3
or 4 using the centroid coordinates

[Km]

Overlap Formula 5 [%]
Mean Precipitation
Rate

Precipitation Rate averaged over all timesteps and all pixels
the storm impacted.

[mm/h]

Max Precipitation
Rate

Single highest precipitation rate measured on a single 5-minute
timestep at any of the pixels the storm impacted.

[mm/h]

Mean Precipitation
Accumulation

Mean of all accumulated precipitation over all pixels a storm
impacted over its lifetime

[mm]

Max Precipitation
Accumulation

Maximum precipitation accumulation caused by the storm on a
single Pixel.

[mm]

Weather Type Classification added by Date -

750 hPa Wind Speed
√

U2 +V 2 [m/s]

750 hPa Wind direction
Calculated from the U and V wind velocities provided by
ERA5 using the 2-argument arctangent implementation of
NumPy v1.19 (HARRIS et al. 2020)

[°]

4.3 Statistical Methods

In the result section, it is tested whether there are significant differences between the three different cell

types defined above (SCS, LT LD, OT HER) for each of the variables. Table 3 shows which test statistic

is used for each variable. The test statistics are explained in Chapters 4.3.1 – 4.3.3.

Table 3: This table shows which test statistic was applied for each of the results of the climatology.

Parameter Explanation

Annual Distribution Mann-Whitney-U Test
Monthly Distribution Wheeler-Watson Test
Daily Distribution Wheeler-Watson Test
Weather Type Fisher’s Exact Test
Wind Direction Wheeler-Watson Test
Wind Speed Mann-Whitney-U Test
Max/Mean Precipitation rate Mann-Whitney-U Test
Max/Mean Precipitation accumulation Mann-Whitney-U Test

In this thesis, the sample sizes are relatively large, with approximately 220’000 cell tracks split into

three different types. With the type of statistical techniques used here, two-sided hypothesis tests, this

can lead to the well-known P-Value problem. In inferential statistics, the P-Value goes to zero if the
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sample size goes to infinity, which means that if the sample size is larger than necessary for a test, its

power increases. It will detect even minuscule effects as statistically significant even though they might

be potentially meaningless (CALLEGARO et al. 2019).

The reason for this is a shrinking of the standard error as sample size increases. The standard error

is typically used for measuring the P-Value, which is the distance between the sample data and the

null-hypothesis using an estimated parameter of interest (LIN et al. 2013).

For increased transparency of the results, LIN et al. (2013)) suggest computing P-Values on subsets of

the samples at different sizes, which is the approach that is used here. These multiple P-Values can

then be plotted in a Monte-Carlo P-Value/sample size Chart (MPS-chart) (Figure 7). For each sample

size, 100 random subsamples are drawn, which then are statistically compared. This process results in

a range of P-Values, of which the median value is shown in the plot.

Figure 7: Example of an MPS-chart. Each of the lines shows the P-Values of one of the three comparisons; SCS/OT HER
(green), SCS/LT LD (cyan), and LT LD/OT HER (dark blue) in relation to the sample size on a logarithmic scale. The shown
P-Value is the median value of the 100 subsamples taken. The red line denotes the 0.01 significance level.

In the result section (Chapter 5.2) in the text the statistical significance is always given for the sample

size 100 in the following form: (SCS/OT HER 85 %, SCS/LT LD 29%, LT LD/OT HER 20 %). The x/x

signifies the two storm types which were compared. The percentage shown is the percentage of tests

of sample size 100, which was significant at a 99% level. For each test, the complete MPS-chart is

available in Appendix 1.

The one exception is the significance testing for the weather type classification. Here Fisher’s Exact

Test is used which can not be computed for sample sizes above 100 due to computational resource

limitations. Therefore, the result for sample size 100 is shown, and there is no MPS-chart available.
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4.3.1 Mann-Whitney-U Test

The Mann-Whitney-U test is a non-parametric test for independent samples that tests whether the sam-

ples’ central tendencies differ. It is based on a ranking of the ordinal data. The test compares the sums

of ranks of the different groups to calculate the test statistic U (Eq. 6):

U = n1n2 +
n1(n1 +1)

2
−R1 (6)

Where n1 and n2 are the sizes of the samples with the larger and the smaller sums of ranks, and R1

is the larger of the sums of ranks. U can then be standardised and compared to the standard normal

distribution for significance testing. (MANN and WHITNEY 1947).

4.3.2 Wheeler-Watson Test

The Wheeler-Watson Test is a non-parametric test that compares two samples of cyclical data. It tests

whether the samples come from the same population. The values of the samples are ordered and then

replaced by coded values in degrees. First the R2 value is calculated (Eq. 7):

R2 = (
n1

∑
j=1

sin(θ j))
2 +(

n1

∑
j=1

cos(θ j))
2 (7)

Where n1 is the size of the first sample and θ1,θ2, ...,θn1 are the coded values for the first sample. The

test statistic T can then be calculated with (Eq. 8):

T =
2(n1 +n2−1)R2

n1n2
(8)

T can then be compared to a chi-squared distribution for significance testing (WHEELER and WATSON

1964).

4.3.3 Fisher’s Exact Test

Fisher’s Exact Test is an exact test which examines the association between categorical samples in a

contingency table. The test assumes a null hypothesis that states that both categorical samples have

the same distribution. It can then be used to calculate the significance of the deviation from this null

hypothesis, which is the P-Value (FISHER 1922).
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4.3.4 Anomaly

For the discussion of the annual variability of the different storm cell types, standardised anomalies N

are calculated (WILKS 2006) (Eq. 9):

N =
pi−µ

σ
(9)

Where pi is the storm frequency of the year i, µ is the mean off all years, and σ is the standard deviation.

4.4 Case Study

The idea of the case study is that high-resolution WRF data is used to analyse the atmospheric condi-

tions and mechanisms which lead to stationary convection over Switzerland in detail. Due to the time

limitations of this thesis, only one case study is conducted. Chapter 4.4.1 introduces the chosen storm,

and the following chapter explains the approach used to analyse it.

4.4.1 Bumbach - 24.07.2014

For the case study, an event that happened on the 24.07.2014 in the region of Bumbach in the upper

Emme Valley was selected. This event was selected because it is one of few, which was classified as a

SCS by the definition used in the climatology for which there are also ground reports about its impacts

(STURMARCHIV 2021).

In this event, a convective storm which initiated around 7.45 CEST stayed stationary for approximately

90 Minutes and led to locally more than 70 mm of accumulated precipitation to the north-west of

Bumbach. This high precipitation accumulation combined with the topography and saturated soils due

to previous storms led to floods in the region which damaged approximately 60 of the 90 local farms

(NYDEGGER 2015, STURMARCHIV 2021). The nearby discharge measuring station "Emme – Eggiwil,

Heidbüel" measured a peak flow of 338 m3s−1 which corresponded to a return period of >150 years

and was the highest ever measured flow at this station (BUNDESAMT FÜR UMWELT 2015).

The study area is shown in Figure 8. The Bumbach region is marked with red. It is in the valley of the

Emme river with two mountain ridges, the Schratteflue and Hohgant on its southeastern border. For the

SCS, the influence of these two ridges is of particular interest.
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Figure 8: This figure shows the location of Bumbach (red star) in Switzerland (top) and then additionally the topography of
the surrounding areas zoomed in to the red rectangle. The two topography plots on the bottom show the measured terrain
heights (a) and the WRF model Terrain Heights (b). Some important topographical features are marked in the bottom left
plot with red numbers: 1: Schratteflue mountain ridge, 2: Emme Valley, 3: Hohgant mountain ridge, 4: Zulg Valley, 5: Lake
Brienz, 6: Lake Thun. All the horizontal maps in the case study result section (Chapter 5.3) have the same extent as the
terrain maps.
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4.4.2 Approach

To analyze the SCS, in a first step, the factors leading to the convection are investigated following

the ingredients-based method of DOSWELL et al. (1996). For this, the pre-storm environment is of

interest. In the case study several variables relating to the environmental stability, moisture and lifting

are extracted from the WRF model for analysis. The chosen variables are the convective available

potential energy (CAPE), convective inhibition (CIN), Theta-E at 850 hPa, relative humidity (RH) and

the horizontal windspeeds. The variables are analyzed qualitatively using horizontal maps, vertical

cross-sections (VCS), and skew-T-log-p diagrams of model generated pseudo soundings.

After characterizing the environment leading to convection and its temporal evolution, the focus lies on

the stationarity in a second step. Following the theory presented in Chapter 2.1, the main interest here

lies with the influence of the topography on the downdrafts as well as the windspeeds and the low-level

moisture transport.
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This section is split into three subchapters. First, the analysis of the different stationarity definitions

is presented (Chapter 5.1). Then, the climatology produced with the chosen definition is described

(Chapter 5.2). Finally, the results of the Bumbach case study are shown and analysed (Chapter 5.3).

5.1 Stationarity Definition Comparison

As the first step of this thesis, five different indices for the definition of a SCS are tested. They are each

tested for different multiple time/distance/overlap thresholds, and in the end, the ET ESp definition is

chosen with a distance threshold of 25 km and a time threshold of 90 minutes (ET ESpt90,d25).

5.1.1 Overlap Stationarity

OS, by definition, has the advantage that these cells have precipitated over the same area for a prolonged

amount of time. However, the OS criteria captures not only stationary cells but also large cells moving

over an area, especially when the overlap threshold is set relatively low. Figure 9 shows the case of

a cell which is classified as stationary with OSt90,o50. The cell has an overlap area of 51.3% at a time

threshold of 90 minutes. While the cell has this relatively large overlap area, the centroids of the

two timesteps shown are approximately 40 km apart, which is relatively far. For this thesis, we are

interested in slow-moving cells which makes this an inadequate classification. A way to have fewer

of these misclassified convective storms is to have a higher overlap percentage. However, increasing

the percentage leads to a smaller number of classified cells. At a 50% overlap, 0.85% of all cells are

classified as stationary. At 60% this drops to 0.7% and at 70% to 0.55% or 1848 cells.
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Figure 9: Example of OSt90,o50 applied to a large storm cell over northern Switzerland on the 10.04.2006 at 4:30 MESZ. The
blue area marks the cell footprint at the initial timestep, the green area marks the footprint of the same cell 90 minutes later.
The red area marks the overlap between the two cell footprints which is 51.3%. The white dotes denote the cell centroids for
the two timesteps.

5.1.2 End-to-end Stationarity vs Path Stationarity

The different distance-based definitions lead to similar results. Generally, all cells classified by the PS

definition are also found in the ET ES definition for the same time and distance thresholds. The ET ES

definitions classify more cells as stationary, which is expected due to the difference in definition. For

both definitions, the partial version (p) allows for substantially more stationary cells than the lifetime

version (l). With a time-threshold of 90 minutes and a distance threshold of 25 km the ET ESpt90,d25

definition classifies 7622 SCS, ET ESlt90,d2 4506 SCS, PSpt90,d25 2088 SCS, and PSlt90,d25 737 SCS.

The large difference between the ET ESp and PSp definitions stems from the fact that the centroid of

the storm cells is used to calculate the distances. This turns out to be problematic because the centroid

not only moves due to the movement of the cell but also due to a change in the size of a cell. Rapid

changes in cell size, as well as splitting of cells, can lead to a "jumping" centroid which drastically

affects the PSp distance. An example of this behaviour can be seen in Figure 10. The plot shows part

of a path of the cell centroid of a storm moving along the Jura in a north-easterly direction. This storm

moved at a relatively constant speed and direction, but its size varied greatly over time jumping from

110 km2 up to 400 km2, back to 63 km2 and again up to 2090 km2 leading to a zig-zagged path. This

path’s end-to-end distance is 55 km while the whole path has more than triple that length at 186 km.

The caveats of the definitions OS and PS lead to the choice of the ET ES definition for this thesis.

Specifically, the ET ESp definition is used because it allows for more cells to be classified as stationary.

It was decided that stationarity over part of the SCS lifetime was sufficient. Additionally, the ET ESp
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definition is similar to the definition of stationary cells used in SODERHOLM et al. (2014), which allows

some comparability.

Figure 10: Example of a 90-minute path of a storm cell centroid (4.7.2008 13:55 MESZ) in red with a 5 minute temporal
resolution.

5.1.3 Threshold Choice

It is observed that the convective events are spread over a continuum of track lengths as can be seen

in Figure 11. Similar results are described by SODERHOLM et al. (2014). Due to this, the choice of

the distance threshold is arbitrary. As previously mentioned, SODERHOLM et al. (2014) choose 25

km because it is the cross-ridge length of the Black Hills, where they conducted their observations.

This thesis’s study region is orographically much more complicated, which is why there is no simple

choice for the threshold with the same rationale. However, 25 km also relates approximately to the

length of catchments which typically react to convective storms. For example, the Zulg River in the

Bernese Prealps, known for being prone to flash floods, has a drainage area about 23 km in length

(RUIZ-VILLANUEVA et al. 2017). For this reason, and for comparability’s sake, the same threshold of

25 km is chosen.

For the time threshold, 90 minutes are selected similar to SODERHOLM et al. (2014) because it is

sufficiently long for heavy precipitation to accumulate, and because it is a characteristic lifetime of

longer-lived multicell and supercell storms (e.g. DOSWELL 2001). A 120-minute threshold was tested

but resulted in too few categorised SCS for the climatology.
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Figure 11: Number of SCS cells at different distance thresholds [km] based on the ET ESp definition of stationarity. The plot
shows a curve for a 90 (blue) and a 120 (red) minute temporal threshold.

5.2 Climatology Results

The SCS described in the climatology are based on the ET ESpt90,d25 definition. In total 218’650 storms

are analysed over the 14-year timeframe. Of these 7622 (3.49%) are classified as SCS, 2554 (1.12%) as

LT LD, and 208474 (95.35%) as OT HER. Note that the SCS and LT LD classifications are not mutually

exclusive. However, only 70 Storms fall into both categories.

5.2.1 Annual Variability

Over the 14-year study period, the number of storms overall increases slightly by, on average, 5.2%

per year. The number of SCS also increases (14.8%), while the LT LD storm frequency decreases

(-5.0%) (Figure 12 top row). However, there is high year-to-year variability. In Figure 12 (bottom

row), the standardised storm count anomalies for all storm types are shown. The anomalies of SCS

overall follow the OT HER anomalies at lower magnitudes except 2018, where they reach almost 2.9

Standard deviations. The anomalies of the LT LD storms differ from the other two groups and are often

of opposite sign. Especially in years with large deviations (2005, 2012, 2014, 2016, 2018) although not

always (2009, 2015).

Generally, a convective season with a large number of storms coincides with frequent SCS. In most

years, the fraction of SCS is between 2.8% and 3.8% of all cells. The exceptions are 2008 (1.9%) and

2018 (5.4%). The LT LD cells vary between 0.3% (2018) and 2.1% (2008) with 2008 being the only

year where there are more LT LD than SCS cells.

The statistical comparison of the distributions for all areas combined (SCS/OT HER 25%, LT LD/
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Figure 12: Annual number of detected convective storms (top row) and annual standardised storm number anomalies (bottom
row) separated by storm type.

OT HER 70%, SCS/LT LD 100%) shows that the SCS differ significantly from the LT LD storms but not

from the OT HER storms. However, when the sub-regions are considered separately, the results vary.

While the distributions of SCS/LT LD differ significantly in all subregions those of LT LD/OT HER do

not. In fact, there is no subregion where this comparison reaches above 41%. SCS/OT HER do not

differ significantly in any sub-region.

5.2.2 Weather Type and Circulation

Figure 13 shows the distribution of the three storm types in different weather situations. Generally,

thunderstorms over Switzerland are most frequent in westerly (36.0%) to south-westerly (33.7%) GWT.

This distribution applies to all sub-regions of the study area. The same is true for SCS (W 28.7%, SW,

25.0%). However, they occur more often in all other GWTs, especially in northerly (12.2% vs 8.8%

for OT HER) and southerly (7.8% vs 5.9% for OT HER) weather. In contrast, LT LD cells occur almost

exclusively in westerly to south-westerly (combined 94.9%) flow. Overall, the LT LD storms differ

significantly from the SCS (100%) and the OT HER storms (97.4%). However, between OT HER and

SCS the difference in related weather types is less significant (33.7%).
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Figure 13: Distribution of the different storm types by GWT. The table on the top right shows the meaning of the numbers
on the x-axis in the plot on the left. The six subplots show the distribution for the whole study region (top left) and for each
sub-region.

For a more detailed view, Figure 14 shows the mid-tropospheric wind direction at 750 hPa. These

winds are at lower elevations than those used in the GWT definition, based on 500 hPa wind speeds

and direction. At these lower heights, the wind direction distribution is similar to the GWT’s when

looking at OT HER cells with 51.3% of them happening during SW-NW Winds. The LT LD cells have

88.8% of all cells happening with S-NW Winds. While 40.2% of the SCS cells also happen with SW-

NW Winds, the image becomes a bit more varied when looking at the sub-regions. North of the Alps

the SCS also happen frequently with northerly winds, especially in the Jura (NW-NE: 33%). Here the

three storm types differ significantly overall (OT HER/SCS 98%, OT HER/LT LD 100%, SCS/LT LD

100%) and in all subregions with one exception; in the southern Prealps OT HER/SCS do not differ

significantly (37%).

Looking at the wind speed data (Figure 15), we can see that the SCS cells in Switzerland are related to

locally slower wind speeds than both other storm classes. The wind speeds are on average 7.2ms−1 for

OT HER cells while the SCS windspeeds are lower at 5.5ms−1 and the LT LD ones higher at 9.3ms−1.

For SCS, 89.4% of the storms happen at wind speeds below 10ms−1. These differences are significant

overall (OT HER/SCS 100%, OT HER/LT LD 100%, SCS/LT LD 100%) and in all sub-regions.
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Figure 14: This Figure shows the distribution by ERA-5 wind direction at 750 hPa for each storm type. The six subplots
show the distribution for the whole study region (top left) and for each sub region.

Figure 15: Same as Figure 14 but for the wind speed. The dashed lines additionally show the median values for each storm
type.
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5.2.3 Monthly Distribution

The monthly distribution (Figure 16) shows a significant seasonal cycle of the SCS, similar to the

general distribution of OT HER cells with a peak in June/July. For the LTLD storms, the peak is later

in July/August. These distributions are similar for all investigated subregions although the SCS show a

more pronounced peak in the June in Jura and July in the Alps.

Looking at the monthly frequency of the different GWTs over Switzerland we can see that the types

1 (West) and 2 (South-West) are most frequent in July and August and least frequent in April (in the

convective season). This explains the distribution of the LT LD cells, which almost exclusively occur in

these weather types. SCS cells also occur most frequently with the GWT 1 and 2 but are also frequent

in GWT 3 (North-West) and 8 (South). These two weather types are most common in May and June

respectively, which also reflects in the SCS distribution.

Overall, the monthly distribution of SCS/LT LD differs significantly in all areas, but the Alps (56%).

OT HER/SCS do not differ significantly in the northern Prealps (5%), Alps (1%) and the southern

Prealps (1%). However, there is some significance in the differences in the Jura (47%) and the Plateau

(45%). In contrast, OT HER/LT LD differ significantly in the three alpine sub-regions, but there is

almost no significant difference in the Jura (27%) and the Plateau (28%).

Figure 16: Same as Figure 14 but for the monthly distribution of the storms.
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5.2.4 Diurnal Cycle

Figure 17 shows the initiation times of the convective storms. The convection over Switzerland shows a

distinct diurnal cycle. For the SCS this cycle is even more pronounced with most of the storms initiating

in the late afternoon. There are regional differences with Jura and the Alps showing the most distinctive

diurnal cycle, especially for the SCS.

Figure 17: Same as Figure 14 but for the hourly distribution of the storms.

The initiation times of the LT LD storms are more spread out, with many initiating in the late evening

or early morning. Statistically, the SCS and LT LD differ significantly (100%) in all regions except for

the southern Prealps where the difference is less significant (56%). Furthermore, SCS/OT HER differ

significantly (74%-100%) everywhere except the southern Prealps (5%). However, the comparison

of the OT HER storms with the LT LD storms is more varied. They differ significantly in the Jura

(97%), less significantly in the Alps (53%) and the Plateau (29%) and barely in the southern (14%) and

northern (5%) Prealps.

5.2.5 Spatial Characteristics

The SCS and LT LD frequencies are different for each subregion. Tough, the differences are relatively

small. SCS are most frequent in the southern Prealps, followed by Jura and the northern Prealps. In

contrast, the LT LD storms were most frequent in the Plateau region. All the frequencies can be seen in
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Table 4. SCS were most prevalent in mountainous regions.

Table 4: Number of cells, density (cells per km2), and percentage of each storm type for all subregions of the study area.

Area Jura Plateau N. Prealps Alps S. Prealps

# Cells 23294 44057 58101 46183 47085
Density [cells pro km 2] 2.76 3.35 3.84 1.10 3.47
% SCS 3.29% 3.07% 3.28% 3.03% 4.67%
% LTLD 1.64% 2.27% 1.25% 0.41% 0.55%
% OTHER 95.07% 94.66% 95.48% 96.56% 94.78%

Figure 18 shows the initiation location for the SCS and LT LD storms. Storms are grouped into a region

using their average location, which means that their initiation location can be outside of this region.

This distribution is especially apparent with the LT LD cells which often initiate west of the Jura and

in western Switzerland. This result fits with the previous results regarding the movement and weather

types correlating with that cell type.

For SCS the distribution looks a bit different. The highest densities of initiation locations can be found

in the western Jura and close to the northern and southern Prealps. These initiation locations correlate

with the orography of the study region. For both cell types, most of the storms initiate along the Alps’

foothills and the Jura.

Figure 19a shows for each pixel the number of SCS cells during the 14-year period. Maximum counts

(2800-2843) are located in the southern and northern Prealps, and the Jura especially close to the three

Radar stations of Monte Lema, La Dôle and Albis. However, this distribution mirrors the general

distribution of convective storms over Switzerland (not shown).

In Figure 19b, the fraction of SCS out of all storms is shown. This reveals that there are large areas of

Switzerland where SCS only make up less than 10 % of all storm cells. Nevertheless, there are some

hot spots, namely in the southwestern Jura, the lower Valais, the Tessin and in Eastern Grisons where

the fraction reaches up to 38%
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Figure 18: Initiation locations of SCS (a) and LT LD (b) cells. The colours signify the subregion into which the cell was
categorised. The categorisation is based on the average location of the storm cell during its lifetime.
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Figure 19: a) Number of SCS cells which hit each point during the 14 years. b): Fraction of the total number of storm cells
which hit each point, which were classified as SCS.
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5.2.6 Precipitation Characteristics

The mean rainfall rate from SCS on average is 10.8 mm/h which is slightly lower than that of LT LD

cells (11.0 mm/h) and higher than the average of all cells (8.3 mm/h) (Figure 20). Looking at the

maximum 5-minute rainfall rates, the difference between the long-lived and short lift storms is even

more pronounced. Here the mean of SCS is 74.8 mm/h, and the one of LT LD is 81.6, both of which are

far higher than the average of all cells at 35.1 mm/h (Appendix 2).

Another noteworthy difference is that the Jura as the only region exhibits stronger rainfall rates for

SCS than for the LT LD. The mean/max precipitation rates of the three storm types differ significantly

in all subregions (OT HER/SCS 100%, OT HER/LT LD 100%, SCS/LT LD 94%) However, if all areas

combined are considered, the SCS/LT LD distributions do not differ significantly (3%) which indicates

that it is critical to look at the different subregions independently.

Figure 20: Mean rainfall rate per storm cell averaged over all storm cells for each type and split by subregion.

While the SCS cells seem to be less intense than LT LD cell, they are still capable of high rainfall rates.

The effects of these rates, combined with the stationarity, can be seen in Figure 21, which shows the

mean precipitation per pixel caused by a single convective cell. On average, an SCS causes 5.7 mm of

precipitation for the area it passes over. LT LD cells produce less than half at 2.6 mm, and OT HER

cells only produce 1.9 mm.
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When looking at the maximum rainfall accumulations caused by single cells, the SCS are also on top

with on average 33.4 mm compared to the 14.7 mm for STLD and the 8.2 mm for all cells. Here the

effect of the stationarity becomes visible (Appendix 2).

These differences are significant (OT HER/SCS 100%, OT HER/LT LD 100%, SCS/LT LD 100%) in

all areas except for the southern Prealps. There the difference in rainfall rates between SCS and LT LD

compensates for the stationarity such that the difference between those two storm types for precipitation

accumulation is less significant (37%).

Figure 21: Like Figure 20 but for the mean accumulated precipitation per pixel caused by a single storm.

Due to the high rainfall accumulations, SCS could be important for extreme precipitation events over

Switzerland. It is of interest to look at the top precipitating storms and determine the fraction of SCS

to see whether they are disproportionally common considering their low overall frequency. Figure 22

shows the fraction of the top 100 highest precipitation storms, which are SCS for each pixel. This

Figure reveals that SCS are a crucial contributor to the events with the highest precipitation values,

in some areas. For example, in parts of the Bernese Prealps, the SCS make up only 10-15% of the

total cells (Figure 19b) but are responsible for up to 60% of the highest convective precipitation events

(Figure 22). Similarly, there are widespread regions where SCS are responsible for more than 50% of

the most precipitating storms in the western Jura.
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Figure 22: Percentage of the top 100 convective precipitation events classified as stationary, for each pixel.
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5.3 Case Study Results

The early morning of the 24.07.2014 was convectively very active in the northern Prealps and Alps

in general and in the study area. The WRF model shows the first convective cells close to the study

region initiating at 05:10 CEST with two more following around 05:45 CEST. These first cells moved

relatively slowly to the south and dissipated around 07:15 CEST. A second set of cells initiated at

09:10 CEST and moved out of the study region towards the south-west. Shortly after, two cells from

the north-east moved into the study region and merged with an intensive cell which initiated around

10:20 CEST and then dissipated around noon. Finally, a third set of cells with eight small cells initiating

and dissipating between 12:45 and 17:00 CEST moved over the area.

The model produces convection close to the Bumbach area roughly at the right time. However, the

model precipitation maxima are located further south and show lower accumulated rain sums com-

pared to the observations (Figure 23).In Figure 23a the WRF model’s accumulations are shown. When

accumulating all cells’ precipitation over the whole morning, the highest values reach 93 mm. In com-

parison, the accumulated CombiPrecip measurements for the stationary cell, which initiated at 7.30

CEST, are much higher (Figure 23b). This is the cell which was classified as stationary by the defini-

tion in the first part of this thesis. In this data, the single-cell led to accumulations of up to 166.8 mm

north-west of Bumbach.

Figure 23: These two figures show the precipitation accumulations near Bumbach on the morning of the 24.07.2014. The
total accumulated precipitation until noon on the 24. from the WRF model is shown in Figure a. In Figure b, the CombiPrecip
values for the stationary cell, detected in the climatology, are shown. The Location of Bumbach is marked with the red star.
The blue lines mark the locations of lake Thun and lake Brienz. The black lines demarcate the cantonal borders.

The model is not able to simulate the intense stationary cell which hit Bumbach. For this reason, the

following results will focus on the general weather conditions in the area over the whole morning of the
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24.07.2014. The aim is to characterise the mesoscale conditions necessary for stationary convection

under the assumption that the model was able to reproduce these.

As a first ingredient of the convection Figure 24a shows a south-north cross-section of RH over the

Bumbach region at 05:00 CEST before the first cells initiate. There is a layer of high RH (70-100%) up

to approximately 5 km altitude over the whole region with the highest values (90-100%) concentrated

over the Hohgant mountain ridge. Above of this moist layer, there is a mid-tropospheric (5-6.5 km) dry

air layer (20-40%) which is then followed by another moist (70-100%) layer (6.5-9 km). Finally, there

exists another, drier, layer up to the tropopause (30-50%). Figure 24b shows the temporal evolution of

the moisture at the Bumbach location. Between 03:00 CEST and 11:00 CEST, there is a slight increase

in moisture close to the ground; however, the change is small.

Figure 24: a): Vertical north-south cross-section of the RH [%] over Bumbach on the 24.07.2014 at 5:00. Bumbach is marked
with the red tick on the x-axis. B): Temporal evolution of RH over Bumbach starting at 3:00 and ending on 11:00.

The first convective cell initiates to the south-west of Bumbach, which is also the location at which the

potential for convection was the highest shortly before initiation. However, this convective cell initiated

south of the Hohgant mountain ridge and not on the north side where Bumbach lies. Figure 25a shows

CAPE and CIN just before the initiation. There is relatively high CAPE available (500-600 Jkg−1) with

low values of CIN (<5 Jkg−1) at the location of initiation. In contrast, CIN is more than 10 Jkg−1 in

surrounding areas. After the storm initiation, the CAPE decreases to below 300 Jkg−1 (Figure 25b) and

remains low until 9:00 CEST when it starts to increase again. At first only north of the Hohgant at the

same longitude in which CAPE was previously high (Figure 25c) but later also in a more widespread

region north of the Hohgant and Schrattefluh close to Bumbach (Figure 25d). In the same timeframe,

CIN decreases over the whole Bumbach region.

A different tool for assessing the stability of the atmospheric layers is the skew T-log p diagram. Here

the CAPE at the location of the pseudo sounding is shown with a red shaded area. Figure 26 shows two

of those diagrams generated from pseudo soundings at the Bumbach location. As mentioned above,
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Figure 25: These plots show a horizontal map of CAPE [Jkg−1] and 5 and 10 Jkg−1 contour lines (blue) of CIN. On the
24.07.2014 at 5:00 CEST (a), 7:00 CEST (b), 9:00 CEST (v), and 11:00 CEST (d). The Location of Bumbach is marked with
the black star. The blue lines mark the locations of lake Thun and lake Brienz. The black lines demark the cantonal borders.
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there is no CAPE visible until about 9:30 CEST. Then a conditionally unstable layer from about 700

hPa to 400 hPa starts to build up. The diagram further shows the dry layer from 850 to 400 hPa,

which is later found at lower levels from the surface up to approximately 550 hPa. The skew T-log p

diagramm provides additional information about the horizontal wind speed and direction throughout the

air column. At 5:00 CEST there is directional wind shear above Bumbach with weak (5-10 kt) easterly

wind at low levels but slightly more substantial (15-20 kn) westerly wind above 500 hPa height. At

9:30 CEST the situation is similar in regard to the wind field.

Figure 26: Skew T-log p diagrams for two model generated pseudo-soundings at the location of Bumbach at 5:00 CEST (a)
and 10:00 CEST (b). The figure shows isobars (horizontal grey gridlines) and isotherms (skewed grey gridlines and marked
zero degrees line in turquoise), as well as isohumes (green dashed line), pseudo-equivalent potential temperature (moist
adiabats, blue dashed line), and potential temperature (dry adiabats, red dashed line) and. The red line shows the simulated
absolute temperature, and the green line the dewpoint temperature (green line). The calculated path of a vertically rising air
parcel from the surface is marked with a black line on which the black dot signifies the lifted condensation level . The wind
speed [kn] and direction are also presented with the wind barbs along the right y-axis.

In Figure 27a, a vertical cross-section of the Theta-E values over Bumbach before the initiation of

the first convective cell is shown. There are lower Theta-E values (318-322K) in the mid-troposphere

over the higher surface levels (326-330), indicating potential instability in the air column. This vertical

gradient is similar over the whole VCS; however, there are overall slightly higher values of Theta-E

towards the south. Over Bumbach, the vertical gradient increased over time (Figure 27b) with the

highest gradients between 8:00-11:00 CEST.
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Figure 27: a): Vertical north-south cross-section of equivalent potential temperature (Theta-E) [K] over Bumbach on the
24.07.2014 at 5:00 CEST. Bumbach is marked with the red tick on the x-axis. b): Temporal evolution of Theta-E over
Bumbach starting at 3:00 and ending on 11:00 CEST.

For stationary convection, the horizontal winds are a key factor. On the 24.07. in the early morning,

they were relatively weak throughout the air column. At 5:00 CEST, the winds were near 0 ms−1 at

800 hPa (Figure 28a). Throughout the morning, they slowly changed to 1.5-2 ms−1 northerly winds at

09:00 CEST (28b, c). Later, until 10:00 CEST, they rapidly increased to 6 ms−1 north-easterly winds

(Figure 28d). At intermediate altitudes of 650 hPa, the wind speeds stayed low (<2.5 ms−1) throughout

the morning. Further up, at 500 hPa, a similar strengthening of the winds from 1.5-2 ms−1 to about 6

ms−1 is observed over the same timeframe. However, here the winds come from a westerly direction

(not shown). This vertical wind profile leads to a directional wind shear which increases throughout

the morning.
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Figure 28: Horizontal maps of wind speed [ms-1] and direction at 800 hPa. The maps show the winds at 5:00 CEST (a), 7:00
CEST (b), 9:00 CEST (c), and 10:00 CEST (d). The Location of Bumbach is marked with the black star. The blue lines mark
the locations of lake Thun and lake Brienz. The black lines demark the cantonal borders.





6 | Discussion

This chapter discusses the results of the thesis in relation to the initial research questions. Chapter 6.1

discusses the spatial, temporal, meteorological, and precipitation characteristics of SCS over Switzer-

land and possible explanations for the found distributions. In Chapter 6.2, the case study results are

discussed which aimed to answer two research questions. First, about the mesoscale conditions under

which stationary thunderstorms occur and second, about the storms’ mechanisms to stay stationary.

6.1 Discussion Climatology

The overall fraction of SCS over Switzerland is low, with only 3.49 % of all cells, the LT LD cells are

even rarer, with only 1.15 % of all cells. These values are especially low compared to the results found

by SODERHOLM et al. (2014) in their case study. With similar definitions of SCS and LT LD, they found

frequencies of 21.5% and 19.2% respectively. However, these fractions result from a study of a single

mountain ridge with only 130 analysed storms in total. In this thesis, a larger area with a much more

varied topography is analysed, so the difference in results is not too surprising. If the thesis was focused

on a smaller region of Switzerland, e.g. the "Engadin" in northeaster Grisons similar frequencies of

SCS could have been found. The more varied topography leads to a more heterogeneous distribution of

SCS over Switzerland, which this climatology describes.

Spatial Characteristics

The SCS and LT LD frequencies differ for all the investigated subregions. In general, the SCS appear

most often in mountainous regions while the LT LD initiate most frequently west of the Jura and in

western Switzerland overall. There are few initiations in the Alps; however, this could also potentially

be influenced by issues of the radar measurements in this region (NISI et al. 2016).

The proximity of SCS to orography is not surprising since stationary storms depend on it according to

the theories by MIGLIETTA and ROTUNNO (2009) and SODERHOLM et al. (2014). The relatively high
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number of initiations in the northern part of the Plateau is possibly an effect of the “partial” stationarity

definition used, allowing cells to travel, before being stationary. The northerly wind could bring cells

initiated in this region to the foothills of the alps relatively quickly. The hotspot west of the Tessin

at the border to Switzerland is at the Weissgrat and the Liskamm. This area has very steep altitude

gradients with elevation changes from around 1000m up to over 4000m. This gradient, combined

with the relatively flat area south-east toward the PO-valley makes it a prime location for SCS. The

hotspots at the eastern Grisons border lie at the edges of valleys with a southwestern direction (Engadin,

Valtellina). Through these valleys, hot and moist air from the low-lying areas around the Lago die Como

could move up until they hit the alpine peaks with over 3000 m of height.

Similar situations present themselves in the regions with high SCS fractions in the south of the alps.

Combined with the humidity due to the proximity to the Mediterranean, these regions have similar

dispositions to the ones described in the case studies by DUCROCQ et al. (2008). However, an in-depth

study of the individual cases would be necessary to describe the phenomena in detail.

The Initiation locations of the LT LD cells fit results regarding the wind speed, directions and weather

types correlating with that cell type. For a cell to have a long track over Switzerland with westerly to

the south-westerly wind, we would expect this distribution. The Alps’ orography influences the cells’

movement, making long tracks less likely and explaining the minimum of LT LD. NISI et al. (2018)

find similar results for the length of hail streaks.

Temporal Characteristics

The SCS exhibit a similar interannual distribution as the OT HER storms, which means that they on

average become more frequent over the 14-year study period. The LT LD storm frequency in contrast

decreases. However, this is not a trend but merely a tendency. Furthermore, the data shows a rather

extreme outlier for the SCS frequency in 2018, which influences this tendency. It is open whether these

patterns are due to changes in data quality or meteorological trends. As described in this thesis’s data

section, the radar network changed significantly over the study period.

From a meteorological perspective, there is some evidence that interannual synoptic phenomena can

influence thunderstorms’ variability. Especially teleconnection patterns and their influence on the con-

vective activity have been analysed in several studies for Europe based on different datasets:

PIPER and KUNZ (2017) use lightning data to investigate the relation to the North Atlantic Oscillation

teleconnection pattern (NAO). They find it to have a strong influence on convective activity across
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Europe. Over large parts of Europe, a negative NAO phase leads to an increase in thunderstorm activity

while a positive NAO leads to a decrease. However, their results are only statistically significant for the

south of Switzerland (Valais, Ticino) and the positive NAO phase.

In a later study, PIPER et al. (2019) develop a weather type classification which estimates the thunder-

storm probability based on several mesoscale meteorological variables. They apply this classification

to high-resolution global reanalysis data between 1958 and 2014. Their results show a strong link

between thunderstorm activity, the large-scale flow and properties of the air mass such as stability,

moisture and vertical lifting. They investigate the influence of the large-scale flow further by looking at

different teleconnection patterns. For northern Switzerland, they find a significant influence of the East

Atlantic Pattern (EA). Phases of negative EA (<0.5) are related to reduced thunderstorm frequencies

while during positive EA (>0.5) their frequency increases. The positive EA anomaly is connected to

a positive temperature anomaly and a wind anomaly with stronger south-westerly winds over Switzer-

land. In contrast to the Study by PIPER and KUNZ (2017), they do not find any significant influence of

the different NAO phases.

The correlation of SCS interannual variability with the OT HER storm interannual variability suggests

that SCS are also favoured by the same large-scale weather patterns. The LT LD storms, on the other

hand, may be influenced by other factors or weather patterns. A complete analysis of the influence of

the mesoscale weather and the teleconnections on the different storm types is out of this thesis’s scope,

but in a later section of this chapter, I will look at the relations to the GWT and the mid-tropospheric

circulation to get a first idea.

The annual distribution of SCS differs significantly from the one of STLD storms but is similar to the

one of the OT HER storms. The main difference is an earlier peak in June/July compared to July/August

for STLD. An explanation of these differences could be the difference in the mesoscale weather situa-

tions related to the different storm types.

SCS require strong convection and lower wind speeds than LT LD storms which influences their

monthly distribution due to the changing mesoscale weather situation over Switzerland. Both SCS

and LT LD storms are storms with a longer lifetime than a simple single-cell storm. As explained

in the introduction, vertical wind shear can be a key ingredient for these longer-lived storms. While

this process is relevant for the LT LD storms, it might not be as important in SCS. According to the

theories for SCS, a key factor for the stationarity is the orographic influence on the cold air outflow of

storms. Here the orography causes a separation of the inflow and the storm’s outflow, which influences
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its lifetime. Consequently, wind shear could be less critical for the longevity of SCS than for LT LD

storms.

SCHEMM et al. (2016) find that increased wind shear typically occurs with an approaching cold front.

This sheared environment could potentially be conducive to the long-lived LT LD cells. During the

convective season over Switzerland, cold fronts are most frequent in August and September (JENKNER

et al. 2010), explaining the peak LT LD storm occurrence in these Months.

The diurnal cycle of SCS also differs significantly from other storms. SCS initiate more frequently in

the late afternoon, especially compared to LT LD storms which can also initiate during the night and

early morning.

A possible explanation for the differences between SCS and LT LD storms are the possibly differing trig-

gering mechanisms. The high fraction of SCS initiation in the afternoon can indicate triggering through

differential heating and local convergence during the time of highest solar radiation (e.g. MARKOWSKI

and RICHARDSON 2010). The possible connection of LT LD cells to fronts discussed in the previ-

ous chapter also could explain the triggering of those cells in the early morning when fronts can pass

through.

Mesoscale Characteristics

To get an idea about the mesoscale weather situation related to the different storm types, the weather

types and mid-tropospheric windspeeds are analysed in this thesis. The weather types for SCS are

significantly different from the other storm types. The same also applies to the wind speed and direction

in the mid-troposphere. STLD storms are strongly favoured in an environment with westerly to south-

westerly winds with higher average velocities than the other cell types. SCS storms are most frequent

with lower average wind speeds but also with westerly to south-westerly winds. However, especially

north of the Alps they also frequently happen in north-western to north-eastern winds.

These regional differences are a possible indication for the mechanisms leading to the stationarity of

the SCS. The northerly winds for the SCS north of the alps are at a more perpendicular angle to the

Jura and the Alps’ mountain ridges. This fits the cross-barrier theory for SCS described by DUCROCQ

et al. (2008) and by MIGLIETTA and ROTUNNO (2009). They find that SCS are caused by moist winds

at lower levels impinging perpendicularly on mountain ridges.

MIGLIETTA and ROTUNNO (2009) also specifically look at the effects of different wind speeds in their

model on the cell’s stationarity. They find that an SCS can form on a simple mountain ridge at different
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wind strengths. This thesis found that SCS are most frequent at environmental wind speeds of 5.5

ms−1. Following Miglietta and Rotunno’s results that would indicate that the SCS over Switzerland

stay stationary due to the cold outflows from the storms that flow downslope of the mountain ridges

and trigger continuous convection when clashing with the impinging winds. However, the study by

MIGLIETTA and ROTUNNO (2009) is based on a simple model topography compared to the complex

topography in the study area. A more in-depth look at the mechanisms leading to the storms in the

different subregions is required to see whether the model suits the cases in the study region.

Precipitation Characteristics

Finally, the precipitation characteristics of the storms are investigated. The SCS and LT LD exhibit

similar precipitation rates which are significantly higher than those of the OT HER storms. This is the

case in all subregions with the exception of the southern Prealps where the LT LD are significantly more

intense than both other storm types. These results are an indication that for most of Switzerland, the

precipitation intensity is not related to the movement of a cell but to its longevity since both SCS and

LT LD are long-lived thunderstorms.

A possible explanation for the higher intensity of fast-moving storms south of the alps can be found

in a study by PANZIERA and GERMANN (2010). They investigate the influence of the mesoscale flow

on rainfall intensity and frequency over the Lago Maggiore region. They find that the upstream wind

velocity has a large impact on the intensity and frequency of precipitation in this area. Stronger winds

lead to higher precipitation rates which fit with the observations regarding SCS and LT LD in this thesis.

Further, these high rainfall rates were previously described by BARTON et al. (2020) who find that the

summertime 5-min precipitation extremes are on average the strongest and most frequent south of the

alps.

Other than the rainfall rates the, rainfall accumulation caused by single cells is of particular interest.

Here the effect of the stationarity of the SCS becomes visible. In almost all areas of Switzerland SCS

are responsible for the highest rainfall accumulations by a significant margin. The only exception

is again found in the southern Prealps. Here the previously mentioned significantly higher rainfall

rates compensate for the lack of stationarity such that there is no significant difference between the

accumulation caused by SCS and LT LD storm cells.
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6.2 Discussion Case Study

The WRF model was not able to reproduce the selected stationary thunderstorm in the region of Bum-

bach, which makes it impossible to investigate the small-scale mechanisms which led to the stationarity

of said storm in detail.

It is difficult to ascertain the cause for the model’s shortcoming; however, there are some possibilities.

The known mechanisms for stationarity introduced in Chapter 2.1 of this thesis depend on the interac-

tion of orography with a low-level flow of moist air. The orography which underlies the WRF model

is of a relatively coarse resolution which has the effect that mountain ridges are smoothed, and certain

structures such as small valleys disappear. This is the case in the Bumbach case study; the Emme and

the Zulg valleys do not appear in the model. Additionally, the Hohgant and the Schratteflue mountain

ridges are lower, and their slopes are gentler. SCHNEIDER et al. (2018) specifically test the model

terrain’s influence on convection in their high-resolution numerical model. They find that modifying

the terrain by either flattening or smoothing mountain ridges significantly impacted the initiation of

convection as well as on the amount and location of generated precipitation.

Specifically regarding SCS, these differences in the topography can potentially influence the low-level

airflows, which affect the stationarity. Additionally, the slope of the mountain ridge influences where

the convection’s cold air outflow is directed, which is important in some known stationarity mecha-

nisms.

Another possibility for the lack of stationarity could be a possible sensitivity to wind direction in re-

lation to the terrain. The known mechanisms are based on either perpendicular (MIGLIETTA and RO-

TUNNO 2009) or parallel wind (SODERHOLM et al. 2014) flows. If the low-level wind direction or the

terrain orientation differs from the real situation, the model might not show stationary convection, even

if the model’s resolution was not a problem.

An indicator that the model resolution might be sufficient are the case studies done by DUCROCQ et al.

(2008). They used the French Meso-NH non-hydrostatic mesoscale numerical model at a resolution of

2.5 km, which is coarser than the model resolution used in this thesis, and were able to reproduce the

three events they were interested in. However, they did look at three mesoscale convective systems and

not individual storm cells.

The lack of stationary convection in the model of the case study makes it impossible to describe the

detailed processes which led to the stationarity. Nevertheless, under the assumption that the model
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is realistic on larger scales, I can give some insights about the mesoscale environment conducive to

stationarity. However, the results do not show any apparent differences to an environment favourable

to convection in general.

Of the ingredients necessary for thunderstorm initiation DOSWELL et al. (1996) the availability of low-

level moisture is the first which is satisfied on the morning of the 24.07.2014. In Bumbach and the

surrounding regions, there is a layer of 80-100% relative humidity up to 5 km height.

However, the second key ingredient, a conditional instability in the atmosphere, is not. Even though

there is an inversion of the Theta-E gradient due to a dry-air layer in the mid-troposphere (potential

instability), there is barely any CAPE present in the Emme Valley. It only starts to build up later in the

morning (ca. 9:00 CEST) due to low-level heating. There is more CAPE available to the south-west of

Bumbach where there were also the first storms initiating in the early morning hours. Over Bumbach,

the first storm only initiates after the CAPE starts to build up at 9:10 CEST.

These storms all initiate on the slopes of the Hohgant mountain ridge, which is an indication that

the triggering mechanism was orographic lifting, especially in combination with the low-level winds.

There are weak north-easterly winds near the surface, which increase in strength and turn to a more

northerly direction throughout the morning. In the mid-troposphere and further up, westerly winds start

out weak and increase until noon. Therefore, the vertical wind profile leads to a directional wind shear

that can impact the convective storms’ lifetime and help the formation of stationary storms.

The turning and strengthening of the surface wind could potentially be a consequence of alpine pump-

ing (e.g. LUGAUER and WINKLER 2005), a thermally induced wind circulation caused by differential

heating over mountainous terrain. This diurnal circulation is caused by a temperature difference be-

tween the air in a mountain valley and an adjacent plain (WHITEMAN 1990) In the case study, the

north-easterly surface winds are roughly parallel to the Emme valley in the model topography which

fits with the alpine pumping theory. The overall low wind velocities (<6 ms−1) also fit with the cli-

matology results, as stationary thunderstorms on average occur during relatively low mid-tropospheric

wind velocities.
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The goal of this master thesis was to study stationary convective storms (SCS) over Switzerland. Since

there is little research about this type of storms in general and no pre-existing literature about SCS,

specifically over Switzerland, the first step of the thesis was to identify and characterise stationary

storms and determine their relevance for high precipitation accumulations.

From observational data, a 14-year climatology of SCS over Switzerland was compiled. From this

climatology, the spatial and temporal characteristics of SCS were extracted, and the weather situations

related to their occurrence were determined.

The first step towards the climatology was to find a definition of stationarity that could be applied to the

available data. For this, three different definitions were compared and tested with different thresholds

for the used variables. The chosen definition classifies a storm as SCS if during its lifetime it exhibits a

period of at least 90 minutes where the storms weighted cell centroid moves less than 25 km.

With this definition, overall SCS are relatively rare over Switzerland with only 3.49% of all cells fulfill-

ing the SCS criteria. However, there are several hotspots, particularly along the pre-alps and the Jura,

where up to 38% of all cells were classified as SCS.

Temporally, SCS differ significantly from long track long duration (LT LD) storms in their diurnal,

monthly and interannual behaviour. In comparison to the OT HER storms, there are only significant

differences regarding the diurnal cycle.

Over the 14-year study period, there was an overall increase of observed SCS. However, it is unclear

whether this tendency is due to meteorological influences or due to inhomogeneities in the data. SCS

are the most frequent in the months with the highest solar radiation (June/July); however, there is

some regional variation to this with a later peak frequency in the Alps. Furthermore, the SCS have a

pronounced diurnal cycle with the most frequent occurrences between noon and early evening, which

differs significantly from other storm types.



58

SCS are most likely to occur in weather situations with westerly – to southwesterly flow like all other

convective storms over Switzerland. However, they can also initiate in weather situations with mid-

tropospheric winds with almost any flow direction, which differentiates the SCS from LT LD storms. A

further aspect that separates the SCS is the related mid-tropospheric wind speeds. They are on average,

significantly lower than for other storms at 5.5 ms−1.

The final characteristic of interest was the precipitation intensity. Both SCS and LT LD storms exhibit

significantly higher rainfall rates than other storms. However, their rates do not differ from each other in

a significant fashion (10.8 vs 11 mm). Where they do differ significantly, however, is the rainfall accu-

mulation. The climatology has shown that the stationarity of the SCS, in general, leads to significantly

higher rainfall accumulations compared to all other storms.

The observations made during the climatology part allowed for a first characterization of the SCS

over Switzerland. There remain some uncertainties that are due to the only 14 years of data, and

the inhomogeneity of the data due to the changes in the MeteoSwiss radar network.

To further characterise the mechanisms leading to the stationarity of SCS in Switzerland and the

mesoscale meteorological properties related to them, a case study was conducted. The case study

was based on a high-resolution simulation using the WRF numerical model.

Unfortunately, the model could not reproduce the selected early morning storm in the valley near Bum-

bach, which made the analysis of the mechanisms impossible. Under the assumption that the reason

for this failure was not connected to the simulated mesoscale weather situation, the meteorological

variables were analysed following the ingredients based approach for convection. It was found that

there was a high amount of moisture present in the boundary layer over the study area. There was only

little CAPE available near Bumbach, though, there was more in the surrounding areas. There was some

convection roughly in the correct location; however, it was relatively weak and short-lived.

Early in the morning, there were weak winds from the surface up to the mid-troposphere, which intensi-

fied later. They had a north-easterly direction on the surface and a westerly one in the mid-troposphere,

which led to increasing vertical wind shear during the morning. Following the results from the clima-

tology, these weak winds were what would be expected for a SCS.

This final section presents some possible further research opportunities opened by this master’s thesis.

Furthermore, it addresses the limitations that were encountered.

The key limitation of the climatology produced in this thesis is that it is based on a relatively short
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time period and inhomogeneous data. Since the required Lagrangian storm track data for earlier times

simply does not exist, there is no other solution than to wait until a longer time-series is available. For

this reason, the knowledge about SCS over Switzerland would benefit from a repetition of the thesis in

a couple of years. However, there are also several potential research avenues which are possible on the

currently available data:

• Repetition with the Overlap Stationarity definition

While comparing the different stationarity definitions, the OS definition was rejected due to the

possibility of misclassification of large-fast moving cells as stationary. While this is a misclas-

sification when the focus lies explicitly on slow or stationary storms, it could potentially have

a value from an impact perspective. For the impact, it is not the cell’s movement that matters

specifically, but the precipitation duration and intensity. For this reason, a climatology of storms

based on the OS definition could be of interest.

• Investigation of the connection to Large-Scale Weather Patterns

In the discussion on the climatology possible links of the convection to large-scale weather pat-

terns such as for example the NAO were mentioned. It would be interesting to investigate whether

these patterns could be a potential driver for the differences between SCS, OT HER and LT LD

cells in terms of their temporal and spatial characteristics.

• Investigation of Mountain Ridge Orientation

The known mechanisms for SCS in the literature are based on the interaction between the wind

direction, the convection, and mountain ridges. Specifically, situations where the wind impinges

perpendicularly on mountain ridges or flows parallel to them lead to stationarity. It should be

investigated with the data from this climatology whether the SCS only appears when one of these

two situations is present. That way, the mechanisms could be verified, or alternative possibilities

for stationarity could be found.

• Small Scale investigations

The climatology has shown that there are several small regions where SCS are particularly fre-

quent. These regions should be investigated in more detail to determine the causes leading to

these higher frequencies. Case studies lead to in-depth knowledge which possibly could help

with forecasting such events in these locations.
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The WRF model was not able to reproduce the SCS of interest over Bumbach. From this follow two

possible continuations of this thesis; The first option would be to change the numerical model or adapt

it in a way such that it can reproduce the SCS. The process of adapting the model could lead to detailed

knowledge about the processes needed for this SCS. However, it is also possible that current numerical

models cannot reproduce this specific storm, for example, due to unresolved processes, which makes

this approach impractical.

The second option would be to carry out several case studies in other regions to investigate other

stationary cells. The regions with high SCS frequency identified by the climatology mentioned above

would be a great starting point for this process since they seem to be specifically suitable for stationary

convection.
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Appendix 1

Figure A.1: MPS-charts for comparisons of the Interannual distributions of SCS, LT LD and OT HER for all sub-regions.
Each of the lines shows the P-Values of one of the three comparisons in relation to sample size on a logarithmic scale. The
shown P-Value is the median value of the 100 subsamples taken. The red line denotes the 0.01 significance level.
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Figure A.2: Same as A.1 but for the annual distributions.
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Figure A.3: Same as A.1 but for the diurnal distributions.
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Figure A.4: Same as A.1 but for the distributions of the wind direction at 750 hPa.
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Figure A.5: Same as A.1 but for the distributions of the wind speeds at 750 hPa.
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Figure A.6: Same as A.1 but for the distributions of the mean rainfall rates.
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Figure A.7: Same as A.1 but for the distributions of the max rainfall rates.
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Figure A.8: Same as A.1 but for the distributions of the mean precipitation accumulations.
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Figure A.9: Same as A.1 but for the distributions of the max precipitation accumulations.
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Appendix 2

Figure A.10: Max rainfall rate per storm cell for each type and split by subregion.

Figure A.11: Max precipitation accumulation per storm cell for each type and split by subregion.
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