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Understanding the dynamics of snow cover parameters in Alpine regions is of great
interest. Changes in fractional snow-covered area (fSCA) and snow-water equivalent
(SWE) are linked to wet-snow instability and thus to wet-snow avalanche activity.
Wet-snow avalanches likely occur in spring, but due to their mostly unknown trig-
gering mechanisms, it is still a challenge to detect the onset of wet-snow avalanche
activity cycles (OWSAAC) precisely. In this master thesis, we aim contributing to an
improvement of snow-cover models by validating the JIM_OSHD (Jules Investigation
Model) model with webcam fSCA-data at the Dorfberg site in Davos, Switzerland. For
the winter seasons 2015/2016 to 2019/2020 we established a link between fSCA, SWE
and wet-snow avalanche activity, and developed a simple model to detect the onset of
wet-snow avalanche activity cycles.

Despite the limitations for snow classification in webcam images and resulting data
gaps, we showed that webcam fSCA-data, retrieved with three different pixel-intensity
based algorithms, could provide an added value to the validation and advancement of
the snow cover model JIM_OSHD. The JIM_OSHD model overestimated fSCA espe-
cially during early and late winter and reported delayed melt-out dates. Furthermore,
the link between JIM_OSHD modelled {SCA, SWE and wet-snow avalanche activity re-
vealed that the OWSAAC occurred when fSCA and SWE-data reached their maximum
value. To detect this point in time, we trained a simple model with data from the Dorf-
berg site. We demonstrated that with a percentile range of 0.06% for maximum fSCA
and 2.5 to 2.9% for maximum SWE, best quality metrics for detecting the OWSAAC
were achieved. Although, the false alarm ratio was rather high (62%), the simple model
correctly detected the onset for three out of five winter seasons. We suggest to further
refine the simple model by including additional parameters that could contribute to
a more precise detection of the OWSAAC. Together with OWSAAC- cascades from
lower to higher elevation zones our simple model may assist avalanche forecasters to
predict wet-snow avalanche activity.
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Chapter 1

Introduction

Monitoring seasonal dynamics of the snow cover in alpine regions is of great interest
for scientists, recreationists and the public. Climatologists have shown that the snow
cover extent plays a key role in the climate system and is thus an essential climate
variable (GCOS, 2020). Furthermore, changes in snow cover affect the biosphere, the
hydrosphere and the local economy. A shorter winter season leads to a temporal shift in
vegetation growth (Broll et al., 2005), and has an impact on hydrological runoff, water
storage and flood issues (Jonas et al., 2009). Since numerous mountain regions depend
on winter tourism these changes have negative consequences for the local economy
(Rixen et al., 2011).

According to the fourth IPCC Assessment Report (Solomon et al., 2007) the snow
cover extent is part of various feedbacks, such as the snow-albedo feedback, that
contributes to the global climate sensitivity. Several studies have shown that this
feedback is positive (Hall, 2004; Hall et al., 2001; Qu et al., 2007; Thackeray et al., 2016):
An increase of surface temperature reduces the extent of snow cover which lowers
the global surface albedo. A lower global surface albedo causes an increase in net
surface radiation and thereby amplifies the initial surface temperature. As surface
temperature is increasing over the past decades, the snow cover extent has decreased,
which has significantly changed the earth’s energy balance (Hall, 2004). A changing
climate may also have impacts on the timing of avalanche activity. For instance, with
robust time-series analyses, Pielmeier et al. (2013) showed, that wet-snow avalanche
activity has significantly increased during the mid-winter season. This positive trend
coincides with the trend of increasing air temperatures in the European Alps, so that
adaptions in risk management need to be considered (Pielmeier et al., 2013).

For avalanche research, understanding dynamics in seasonally changing snow
cover extent is of great importance. About 50% of the fatalities caused by natural
avalanches are due to wet-snow avalanches (Schweizer et al., 2001). In contrast to dry-
snow avalanches, the complex triggering mechanisms of wet-snow avalanches have
not been studied that well. This is in part due to a lack of observational data and the
highly transient wet-snow instabilities that occur within a snowpack (Schweizer et al.,
2015, 2003). Not fully understanding the triggering mechanisms makes it difficult to
forecast the onset of wet-snow avalanches, e.g. the point in time when many wet-snow
avalanches occur for the first time in the season (Baggi et al., 2009; Mitterer et al., 2013).
To address this, a number of statistical and physical models have been developed in
order to get new insights in wet-snow instabilities.

Baggi et al. (2009), Mitterer et al. (2013), Peitzsch et al. (2012), and Romig et al.
(2004) have shown that analysing the liquid water content and the state of the snow
cover may be relevant, while air temperature seems to be a rather poor predictor for
wet-snow avalanches. For instance, Mitterer et al. (2013) introduced a normalized
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Liquid Water Content index (LWC) suggesting that the onset of wet-snow avalanche
activity is likely to begin when an average volumetric liquid water content of 3% is
reached. They found that the median LWC index increases and coincides well with
the onset of wet-snow avalanche activity days, especially when high temperatures
and high values of shortwave radiation cause percolation of melt water from the snow
surface to the bottom of the snowpack. Also, Wever et al. (2016) argued that a local
liquid water content of 5-6% within the snow cover seems to be a reasonable predictor
for wet-snow avalanche activity compared to other predictors such as the daily mean
air temperature or the daily sum of the positive energy balance. However, defining the
end of a period with high wet-snow avalanche activity is still difficult and comes with
many uncertainties (Mitterer et al., 2013).

Another promising approach was identified by Helbig et al. (2015b): By using
numerical weather prediction data, Helbig et al. (2015b) calculated wet-snow proba-
bility maps that are based on a probability density function derived from avalanche
occurrence data. Although their model performed well, Helbig et al. (2015b) concluded
that the performance of their probability maps could improve, if more information
about the snow cover and liquid water content were integrated. Such information
can be retrieved from comprehensive numerical snow cover models, for instance from
the adapted British Jules Investigation Model JIM_OSHD (Essery et al., 2013a; Mag-
nusson et al., 2015), the French model CROCUS (Brun et al., 1992, 1989) as part of the
SAFRAN-SURFEX/IBSA /Crocus-MEPRA model chain (Durand et al., 1999; Lafaysse
et al., 2013), or the Swiss snow cover model SNOWPACK (Bartelt et al., 2002; Lehning
et al., 2002). Although these models can not yet use numerical weather prediction
models to forecast liquid water content, they provide important information about
related parameters within the snowpack (Bellaire et al., 2017). These include snow
water equivalent (SWE), snow height (HS) and fractional snow-covered area (fSCA)
that are related to the liquid water content within the snowpack. Hence, liquid water
is present when the snow cover is melting, inducing an increase in SWE, a decrease
in HS and thus also a decrease in fSCA. As SWE provides information about future
melt water (Wever et al., 2016) and is one of the key parameters describing seasonal
dynamics of fSCA (Takala et al., 2011), a decreasing HS stands for compaction and
metamorphosis within the snowpack (Bertle, 1966). By relating these parameters, we
hypothesize that a coupling of an increase in SWE and a decrease in fSCA thus may act
as a precursor for wet-snow avalanche activity.

One of the main challenges in wet-snow avalanche research at present day is to
determine the onset of wet-snow avalanche activity cycles. Having reliable information
about seasonally changing snow cover and avalanche days, but also parameters related
to the snowpack (e.g. SWE and HS), would yield a better understanding of wet-snow
avalanches and a more precise detection of the onset of wet-snow avalanche activity
cycles. In this study we hypothesize that the onset of wet-snow avalanche activity
cycles can be described by deriving a relationship between model retrieved fSCA and
SWE. This relation may act as a complement to existing approaches for wet-snow
avalanche detection and can assist avalanche forecasters. Furthermore, we argue that
webcam retrieved fSCA may act as a useful method for validating existing snow-cover
models and products, such as the JIM_OSHD model.
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1.1 Research Objectives

This master thesis is comprised of three main parts. First, we determine fSCA on images
of a high-resolution webcam facing the Dorfberg site in Davos, Switzerland. An image
processing workflow, developed by Portenier et al. (2019) is applied to assess seasonal
dynamics in fSCA-data. This workflow consists of an automatic snow classification
routine with three different snow classification algorithms: We use (i) a blue band
algorithm introduced by Salvatori et al. (2011), (ii) a Principle Component Analysis
(PCA) algorithm developed by Harer et al. (2013), and (iii) a PCA algorithm with rock
thresholding from Harer et al. (2016) as an extension of (ii). Then we analyse and
validate the performance of the algorithms (i), (ii), and (iii) for the Dorfberg site

Second, we compare and validate model retrieved fSCA-data with the webcam
retrieved fSCA-data. The model retrieved fSCA is based on data provided by the multi-
layer model JIM_OSHD that was developed by Essery et al. (2013b) and adapted by
Magnusson et al. (2015). Additionally, we compare Unmanned Aerial System retrieved
HS-data with JIM_OSHD model retrieved HS-data.

Third, we relate seasonal dynamics in fSCA, SWE and HS from the JIM_OSHD-
model to historic wet-snow avalanche activity data from the Dorfberg webcam images.
The aim is to thereby identify a tipping point in time when the onset of a wet-snow
avalanche activity cycle is most likely to occur. This is extremely relevant as this tipping
point can be used for wet-snow avalanche activity forecasting.

Thus, the objectives of this master thesis are the following:

1. To compute the snow-covered area using webcam images from the Dorfberg
site with the automatic snow classification workflow proposed by Portenier et al.
(2019).

(a) To analyse the performance of the automatic snow classification workflow
by comparing and validating three different snow classification algorithms
(i) Salvatori et al. (2011), (ii) Harer et al. (2013), and (iii) Harer et al. (2016).

2. To compare the JIM_OSHD model with snow related parameters.

(a) To compare fSCA-data derived from the JIM_OSHD model with fSCA-data
derived from the webcam images.

(b) To compare HS-data derived from the JIM_OSHD model with HS-data
derived from Unmanned Aerial Vehicles.

3. To link modelled fSCA and SWE-data to avalanche activity and to detect the
onset of wet-snow avalanche activity cycles.

With this study, we do not claim to examine the complexity of wet-snow avalanches to
its full extent. Entirely understand, model and especially forecast the physical processes
responsible for the onset of wet-snow avalanche activity cycles is a demanding task
which lies beyond the scope of a master thesis.

Hence, the goal is to improve current snow cover and wet-snow avalanche re-
search by: (1) analysing the performance of different snow classification algorithms
for webcam images, (2) comparing webcam retrieved fSCA-data and model retrieved
fSCA-data and thus contributing to the validation process of modelled fSCA-data, and
(3) discovering and describing links between modelled fSCA-data, SWE-data and the
onset of wet-snow avalanches activity.



4 Chapter 1. Introduction

1.2 Related Work

This chapter provides an introduction to snow models and wet-snow avalanches by
taking a closer look at their triggering mechanisms as well as common approaches on
the predictability of wet-snow avalanche activity cycles. The second part consists of
an overview of the present research of snow cover monitoring, followed by a short
examination on frequently used snow classification algorithms for images.

1.2.1 Snow Models

A variety of statistical and physical based snow models exist. Although they are built
on similar principles (Magnusson et al., 2015), they can be divided into three different
types according to their complexity, computational time, and data requirements: (i)
statistical based models, such as temperature-index models used for hydrological and
glaciological applications (Huss et al., 2008), (ii) snow-physics models, such as the
Swiss SNOWPACK model, used for avalanche forecasting and hydrology (Bartelt
et al.,, 2002; Lehning et al., 2002), and (iii) energy-balance models, such as the Jules
Investigation Model (JIM), used for hydrological and land surface applications and
weather forecasting (Essery et al., 2013a; Magnusson et al., 2015). In this study we work
with data retrieved from the multi-layer energy balance model JIM (Essery et al., 2013a)
as it is part of the operational snow and hydrology service of the WSL-Institute for
Snow and Avalanche Research SLF (Helbig et al., 2015b; Magnusson et al., 2015).

(i) Statistical based models are used to relate the snowpack energy balance or
meteorological conditions to historic wet-snow avalanche events (Romig et al., 2004).
These models are used within several studies, i.e. Baggi et al. (2009), Helbig et al.
(2015b), Jomelli et al. (2007), Mitterer et al. (2013), Peitzsch et al. (2012), and Wever
et al. (2016). Modelling the snow energy balance is a method for regional avalanche
forecasting, however, it is computationally costly and is not yet done operationally
(Helbig et al., 2015b). Also the thermal state of the snowpack should be considered,
as wetting of a previously frozen snowpack can induce instabilities provoking wet-
snow avalanching (Armstrong, 1976; Durand et al., 1999; Mitterer et al., 2013; Techel
et al., 2009). Mitterer et al. (2013) introduced an index as a combination of air and
snow surface temperature to classify avalanche and non-avalanche days. This index
performed reasonably, but, as they only considered flat terrain, this approach is less
meaningful for mountainous terrain where most avalanches occur.

(ii) The most advanced physical based snowpack models are the French model CRO-
CUS (Brun et al., 1992, 1989) as part of the SAFRAN-SURFEX/IBSA /Crocus-MEPRA
model chain (Durand et al., 1999; Lafaysse et al., 2013) and the Swiss snow cover model
SNOWPACK (Bartelt et al., 2002; Lehning et al., 2002). Both are used for avalanche
warning and operational applications in France and Switzerland.

The one-dimensional physical SNOWPACK model solves the partial differential equa-
tions of mass, energy and momentum conservation within the snowpack using a
finite-element method. Six numerical procedures are included in SNOWPACK that
allow a more accurate and rational description of snow (Bartelt et al., 2002). For investi-
gating wet-snow avalanches the transport and refreezing of melt water in the snowpack
are of special interest. This feature is implemented as a one dimensional calculation in
SNOWPACK in order to reduce computational effort (Bartelt et al., 2002). However,
many problems in snow science are not one-dimensional which is why SNOWPACK
and its parameters have been refined in later versions to two and three-dimensions in
order to simulate the internal structure of the snowpack in more detail (Bartelt et al.,
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2002; Hirashima et al., 2014; Magnusson et al., 2015).

The model SNOWPACK is used for a wide range of purposes: Wever et al. (2015, 2016)
investigated whether the occurrence of ponding at layer interfaces inside the snowpack
can be related to wet-snow avalanche activity. To do so, they simulated ponding condi-
tions inside the snowpack by complementing the Richards Equation (RE) (Hirashima
et al., 2014; Wever et al., 2015) to the SNOWPACK model. With this implementation
they found that simulated water accumulations of 5-6% LWC at capillary barriers could
be related to wet-snow avalanche activity. Thus, a higher prediction accuracy was
achieved with this approach compared to thresholds for daily mean air temperature or
the daily sum of the positive snow energy balance (Wever et al., 2016). Furthermore,
they showed that the depths of the maximum water accumulation in the simulations
correlated with the observed avalanche size.

(iii) Energy balance models play an important role when investigating Alpine
regions. These models have high data requirements and are sensitive to complex mete-
orological processes with strong heterogeneities (Griessinger et al., 2019). To account
for that, different approaches exist, e.g. integration of ensembles of meteorological
input data (Giorgi, 2006), implementations of bias correction methods (Johnson et al.,
2011) or usage of data assimilation (Griessinger et al., 2019). With the application of
data assimilation, initial conditions can be estimated by comparing previous model
forecasts with newly received observations. Thus, real time observational data, e.g.
data of solid precipitation fluxes, are integrated into the modelling process (Kurtz et al.,
2017). As Griessinger et al. (2019, 2016) depict in their study, other data types that are
assimilated in snow models range from ground-based snow depth and snow-water
equivalent measurements (Finger et al., 2015; Jorg-Hess et al., 2015; Magnusson et al.,
2015; Slater et al., 2006) to remotely sensed snow-covered area done with microwave
radiance (Dechant et al., 2011) over assimilating solid precipitation fluxes. In their
work, Griessinger et al. (2019, 2016) have shown the benefits of data assimilation for
the JIM framework (Essery et al., 2013a). JIM is an energy balance-based snow melt
model which offers three different parametrization options (physical based option,
empirical option, and simple option (Magnusson et al., 2015)). These parametrization
options are available for seven snow processes to yield optimal snow mass simulations
resulting in 1701 possible configurations (Essery et al., 2013a; Magnusson et al., 2015;
Moeser et al., 2016). As the JIM model is part of the Operational Snow and Hydrology
services of the SLF we refer to it as JIM_OSHD model from now on. Amongst other
parameters (Helbig et al., 2018, 2017; Helbig et al., 2015b), it models fSCA, SWE and HS
over Switzerland, all of which are used in this study. Verification processes are ongoing
(Helbig et al., 2018), which is why webcam retrieved fSCA-data, calculated as part of
this work, may contribute significantly to the validation process.

1.2.2 Wet-Snow Avalanches

Avalanches as a type of fast-moving mass movement are a major natural hazard
causing natural disasters and occur in most snow-covered mountain regions of the
world (Schweizer et al., 2015). A number of avalanche types exist (for more details
refer to Schweizer et al. (2015)). In this study we focus on wet-snow avalanches as their
prerequisites and triggering mechanisms are still vague and hard to simulate.
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Prerequisites and Triggering Mechanisms

Wet-snow avalanches cannot be triggered artificially and release spontaneously, espe-
cially in spring. This contrasts with the characteristics of the better known dry-snow
avalanches that are likely to be triggered by humans and can be released either ar-
tificially or when the snowpack becomes unstable by overloading the weak layers
(Schweizer et al., 2001). Considering human-triggered avalanches, Schweizer et al.
(2001) analysed that the fatalities caused by wet-snow avalanches are only about 1%.
Regarding naturally triggered avalanches, wet-snow avalanches are just as lethal as
dry-snow avalanches (Mitterer, 2012; Schweizer et al., 2001). Wet-snow avalanches not
only endanger backcountry skiing recreationist athletes, but relevant infrastructure
such as roads, railways and communication or electricity lines can also be damaged
(Mitterer, 2012).

In their work, Schweizer et al. (2015) summarized the prerequisites and triggering

mechanisms for wet-snow avalanche formation: Presence of liquid water (infiltration)
favouring loss of strength within the snowpack; a (partially) wet snow cover over-
loading the snowpack; and a gradual weakening of the snowpack due to warming to
0°C including possible failures of basal layers within the snowpack (Baggi et al., 2009;
Fierz et al., 2009; Mitterer et al., 2013; Schweizer et al., 2015). Hence, there should be
a decrease in fSCA and HS, and an increase in SWE when wet-snow avalanches are
likely to occur. For that, snow depletion curves (SDC) are commonly used to assess the
beginning of the melt-season related to snow cover.
Furthermore, Techel et al. (2009) showed that no established procedure exists to assess
wet-snow stability as the signs of instability are difficult to foresee. Schweizer et al.
(2015) also explained that complex combinations of these mechanisms exist and empha-
sized the associated uncertainties. These include, the conditions under which liquid
water, originating either from rain or melt, is formed. As melt is determined by the
energy balance at the snow-air interface, it is crucial to understand the interactions
between physical properties of the snow, meteorological influences and site-specific
characteristics, i.e. the local topography and related parameters, such as fSCA, SWE
and HS.

Wet-snow avalanches generally release when the snow cover extent is reduced,
inducing a loss of strength and thus an increase in instability. Hence, by monitoring
seasonally changing parameters, such as decreasing fSCA and HS and increasing SWE,
this may give valuable information about wet-snow avalanche activity.

Forecasting Wet-Snow Avalanches

The predictability of wet-snow avalanches is still limited since the interaction between
liquid water, grain growth, sintering, compaction and loss of strength is highly complex
(Bellaire et al., 2017; Mitterer et al., 2014; Mitterer, 2012). Thus, when trying to forecast
wet-snow avalanches and their onset, the interaction between these parameters, but
also local topography and snowpack layering need to be well understood (Baggi et al.,
2009).

There are different approaches to forecast wet-snow avalanche activity: (i) models,
including statistical approaches, (ii) indices, and (iii) in-situ measurements.

(i) Relying on a physical based snow cover model, Mitterer (2012) modelled the en-
tire energy balance for virtual slopes and calculated the probabilities for avalanche and
non-avalanche days. Even though this approach came with good accuracy, modelling
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and interpreting the energy balance with regard to forecasting wet-snow avalanches
was not always feasible. Additionally, multi-layer models, such as the JIM_OSHD
model can provide valuable information about site-specific and seasonally changing
parameters (fSCA, SWE and HS) (Magnusson et al., 2015).

(ii) Introducing a liquid water content (LWC) index was another approach proposed
by Mitterer et al. (2013). The LWC adequately described the onset and peak of wet-snow
avalanche activity. However, with that index it was not possible to accurately determine
when the wet-snow avalanche activity period would end and has thus limited validity.
In addition to Mitterer et al. (2013), Bellaire et al. (2017) extended the LWC index by
including not only measured data from automatic weather stations, but also forecasted
data. Also, they adapted the thresholds for the LWC index. With this combination,
accumulated errors were removed, and they detected the onset of wet-snow avalanche
activity with a probability between 86% and 88% for the winter seasons 2013/2014 to
2015/2016. Still, the LWC approach has limited explanatory power to determine the
onset of wet-snow avalanches.

(iii) Based on in-situ measurements and observations, Armstrong (1976) and Mc-
Clung et al. (2006) identified a high correlation between mean daily air temperature
and wet-snow avalanche activity. Furthermore, Pielmeier et al. (2013) showed that
the number and proportion of wet-snow avalanches in the Alpine mid-winter seasons
increased since the late 1980s which coincides with the annual mean temperature
anomaly that has increased by 0.04°C per year. In contrast to that, Kattelmann (1985)
suggests focussing on the location where water might concentrate within the snow-
pack and Schweizer et al. (2009) also found that the 3-day sum of precipitation is the
strongest forecasting parameter. These studies demonstrate, that depending on the
approach and study region, different parameters were considered to be important for
detecting and forecasting wet-snow avalanches.

The variety of approaches for forecasting wet-snow avalanche activity shows that
a lot of uncertainty and a lack of knowledge exists when it comes to detecting and
forecasting wet-snow avalanches, as they are a spatially variable phenomenon.

1.2.3 Monitoring Snow-Covered Area
Common Methods of Snow Cover Monitoring

Approaches to monitor snow cover extent are manifold: Some are based on in-situ
measurements or models, but remote sensing techniques are also commonly used
(Portenier et al., 2019).

In-situ measurements typically consist of point measurements of snow depth. Such
measurements are easy to perform, very accurate and well suited for time series and
related analyses (Beniston, 2003; Klein et al., 2016; Laternser et al., 2003; Marty, 2008;
Scherrer et al., 2004). However, as the spatial scale of in-situ measurements is limited,
the spatial variability of the snow cover extent is not captured (Portenier et al., 2019).

Furthermore, in-situ measurements can complement other techniques, such as laser
scanning methods, e.g. Airborne Laser Scanning (ALS) and Terrestrial Laser Scanning
(TLS). Also, the point measurements may help validating models and modelled pa-
rameters such as fSCA, SWE and HS. However, retrieving measurements in field is
time-consuming, costly, and limited in spatial coverage. To add to these downsides,
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there is also a bias towards accessibility, larger avalanches, and clear sky conditions
where no fog or clouds occur (Herwijnen et al., 2013b; Portenier et al., 2019).

Monitoring snow cover with remote sensing techniques has been done since the
beginning of the satellite era in the 1960s. Remote sensing products, such as snow
cover maps calculated by Normalized Snow Difference Indices (NDSI) have been
established to complement snow cover models (e.g. SNOWPACK, JIM_OSHD) and
in-situ measurements.

Due to their regular revisit time, satellites provide comprehensive surface information,
even in less accessible areas (Hiisler et al., 2012). On a global scale, data from the
Advanced Very High Resolution Radiometer (AVHRR) sensor is often used to study
snow cover variability and study long-term dynamics in snow cover climatology
(Derksen et al., 2000; Foppa et al., 2004; Hiisler et al., 2014; Solberg et al., 2012). On a
regional scale, satellite images from National Aeronautics and Space Administration
(NASA) and National Oceanic and Atmospheric Administration (NOAA) are used to
monitor the snow cover on a daily basis (Cianfarra et al., 2009; Salvatori et al., 2011;
Spisni et al., 2011). However, satellite remote sensing products have some limiting
factors, such as cloud and fog coverage, contamination, and spatial heterogeneity
(Hdasler et al., 2014; Portenier et al., 2019). Hiisler et al. (2014) summarizes several
methods to address the issue of cloud coverage, for instance the usage of spatial
and temporal cloud gap filling techniques (Hiisler et al., 2014; Parajka et al., 2010),
maximum snow cover composites or information from similar sensors (Hall et al., 2019;
Parajka et al., 2008). Although, these methods may be helpful to address cloud contam-
ination, snow cover information can become inaccurate and blurred (Hiisler et al., 2014).

Monitoring Fractional Snow-Covered Area with Time-Lapse Photography

An alternative method to monitor the spatial extent of snow-covered area comes with
terrestrial time-lapse photography obtained by webcams in Alpine regions. Time-lapse
images can be combined with data from models, indices, and in-situ measurements
(Herwijnen et al., 2013a; Herwijnen et al., 2013b, 2012). Webcams usually view the
hillside from below, which is why cloud cover is less of a problem as with satellite
based remote sensing. Therefore, time-lapse photography retrieved from webcams
is a simple, non-invasive and inexpensive alternative with high temporal and spatial
resolution to observe the spatial extent of snow cover over a small area of interest
(Aschenwald et al., 2001; Herwijnen et al., 2012). Though the restriction to a small
region can be a disadvantage, the high spatial resolution within the webcam-field
of view (FOV) as well as the high temporal continuity are a clear advantage of the
time-lapse photography compared to satellite remote sensing products (Harer et al.,
2016).

Several studies investigated the variability in land cover with time-lapse photog-
raphy and webcam imagery. In fact, time-lapse photography has been used in cold
regions to examine gradually evolving inter- and intra-annual processes of glaciers, ice
sheets and snow cover variability (Ahn et al., 2010; Harrison et al., 1992; Hinkler et al.,
2002). For instance, this technique has been used to investigate snow cover on different
vegetation types (Kepski et al., 2017) in order to automate snow depth measurements
(Hedrick et al., 2014). Also, avalanche activity can be investigated with time-lapse
photography, especially when it is combined with additional data: Feick et al. (2012)
and Herwijnen et al. (2013b, 2012) examined the release of glide snow avalanches and
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glide-crack evolution using a combination of time-lapse photography of a hill slope
and seismic data of the same area. Time-lapse photography has also been used to
investigate the release of wet-snow avalanches by correlating avalanche occurrences
with local meteorological data at the Dorfberg and Wannengrat in Davos, Switzerland
(Helbig et al., 2015b; Herwijnen et al., 2013b).

These examples illustrate that a combination of time-lapse photography products
and additional data is a common and promising method that contributes to a better
understanding of the processes involved.

1.2.4 Monitoring Parameters related to Snow-Covered Area

In the past, the assessment of the snow cover stability has been done with single snow
profiles giving only limited information on the snow cover of a slope or a region.
Recently, ultrasonic (Avanzi et al., 2017) or laser depth sensors (Morin et al., 2012)
have been used for monitoring HS. SWE on the other hand can be monitored by using
snow pillows (Johnson et al., 2011) or cosmic rays (Morin et al., 2012). However,
when it comes to the spatial variability of snow processes, the significance of local
measurements has been controversially discussed (Griinewald et al., 2015; Helbig
et al., 2017). Non-invasive remote sensing techniques, such as TLS (Griinewald et al.,
2015; Jorg-Hess et al., 2015), digital photogrammetry (Biihler et al., 2015), ground
penetrating radar (Machguth et al., 2006), time-lapse photography (Farinotti et al., 2010;
Parajka et al., 2012) or satellite-based products (Dietz et al., 2012) are considered to be
a possible solution to overcome the under-representation of point measurements for
the parameters SWE and HS. Since the late 1990s simulated snow profiles have been
established and further developed to operational snow cover models (Section 1.2.1)
(Durand et al., 1999).

Models are an essential tool for forecasting and simulating changes in parameters
related to snow cover stability, such as fSCA, SWE and HS (Helbig et al., 2018; Helbig
et al., 2015b). Combining modelled fSCA-data with SWE-data, which describes the
amount of water that would result from the complete melt of snow (in mm or kg/m?),
and HS, which depicts the snow height in meters m, may give some indication about
wet-snow avalanche activity. These parameters are typically modelled with operational
models such as the SNOWPACK or JIM_OSHD model (Essery et al., 2013a; Magnusson
et al., 2015).

1.3 Snow Classification of Optical Images

With its brightness and white colour, the snow cover shows distinct spectral properties
compared to other land cover types (Hinkler et al., 2002). Therefore commonly used
snow classification algorithms make use of the large differences between snow (high
reflectance) and other surfaces (lower reflectance) in the visible part of the electromag-
netic spectrum (VIS). This characteristic allows to distinguish between snow, vegetation
and bare soil surfaces, which is typically done by applying a pixel brightness intensity
threshold value.

Various approaches and algorithms exist for the snow classification of optical
images. Dozier (1989) developed a Normalized Difference Snow Index (NDSI) based
on red, green and blue (RGB) values to derive snow cover maps from satellite products,
e.g. Landsat Terrestrial Mapper (Landsat TM) data. Nowadays, this is a standard
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method and widely applied (Hall et al., 2001; Hinkler et al., 2002). Other promising
approaches include setting criteria and thresholds (Salvatori et al., 2011), statistical
analysis (Hérer et al., 2013, 2016), supervised and unsupervised classifications (Kepski
et al., 2017), or spectral mixture techniques (Salzano et al., 2019). Recently, machine
learning algorithms have been trained for image classification (Das, 2017; Hao et al.,
2018). However, they require much user input data, are computationally intensive or
need the interpreter’s expertise (Hall et al., 2001).

In this study we use the snow classification algorithms of Salvatori et al. (2011)
based on a threshold setting in the blue band, and the algorithms of (Hérer et al.,
2013, 2016) where the statistical technique of PCA is applied. These algorithms are
simple and computationally efficient, which is a clear advantage when working with
large data sets, such as processing time-lapse images of webcams. Salvatori et al.
(2011) evaluated the performance of the algorithm by testing the classification method
in the Italian Alps and Apennines, where only 1% of the investigated pixels were
misinterpreted (Salvatori et al., 2011). In PRACTISE V.1.0. (Photo Rectification And
ClassificaTlon SoftwarE) Hérer et al. (2013) applied the statistical method of Principal
Component Analysis (PCA) to differentiate snow-covered pixels from snow free pixels.
In PRACTISE V.2.1. Hérer et al. (2016) evolved their approach further by separating
the snow cover from sunlit rock surfaces. Both PRACTISE V.1.0 and V.2.1. were tested
on the Schneefernerkopf at the Zugspitze in Germany and showed misclassifications
of less than 1% of the investigated pixels. The choice of an adequate algorithm for
snow classification in optical images is not trivial. For that, validation procedures are
necessary in order to compare different snow classification algorithms with ground
truth data for specific sites.

After applying a snow classification algorithm, the main challenge is to georectify
arbitrary 2D-photographs (e.g. time-lapse photography from webcams) into real world
3D-spaces, when processing a map of spatial snow cover extent. This challenge can
be overcome, for instance, by applying the approach of Aschenwald et al. (2001) and
Corripio (2004). They had the idea to project a camera image on a 3D-DEM plane for
deriving georeferenced maps. While Aschenwald et al. (2001) used ground control
points (GCPs) to georectify the orthophoto, Corripio (2004) used an animation and
rendering technique established by Watt et al. (1992) where 13 camera parameters had
to be set as an input. The newest version of PRACTISE V.2.1. includes a viewshed
computation in order to identify the camera location and orientation faster and simpler
than before Hérer et al. (2016).

1.4 Summary

Wet-snow avalanches are dangerous and difficult to forecast. Although, some progress
has been made with respect to understanding basic principles of the processes involved
(e.g. loss of strength due to water infiltration and storage at capillary boundary, overlay
of wet and weak layers, isothermal warming to 0°C (Baggi et al., 2009)), forecasting
wet-snow avalanches and in particular the onset of wet-snow avalanche activity cycles
in spring remains challenging.

Thus far, either statistics based snow cover models (e.g. snow energy balance,
thermal state of the snowpack (Jomelli et al., 2007; Romig et al., 2004; Wever et al.,
2016)), or physical based models (e.g. SNOWPACK, LWC (Bartelt et al., 2002; Lehning
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et al., 2002; Mitterer et al., 2013)) have been used to forecast wet-snow avalanches
and related parameters. However, since it is known that wet-snow avalanches occur
when the snow melts, e.g. when liquid water is present, we hypothesize that wet-snow
avalanches can also be detected and forecasted by relating site-specific modelled fSCA,
SWE and HS data. This would allow using snow cover models (e.g. JIM_OSHD), that
are validated with snow classified webcam images, for wet-snow avalanche prediction.
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Chapter 2

Data

2.1 Study Area

In this study we used webcam images of the Dorfberg site located in Davos, Switzerland
(Figure 2.1a). The Dorfberg site is a south east facing slope where glide-snow and
especially wet-snow avalanches are likely to occur. Due to its vicinity to the SLE, the
Dorfberg site has been observed since many years. For instance, Feick et al. (2012),
Herwijnen et al. (2012), and Mitterer et al. (2013) started to observe the area using time-
lapse photography in 2008. In this study we investigated the winter seasons 2015/2016
to 2019/2020 each from October to June. In order to detect seasonally changing fSCA at
the Dorfberg site, a webcam, installed on the third floor of the SLF building about 7 m
above ground (coordinates: 2 783 801, 1 187 379, 1560 m a.s.l) was used. It is henceforth
referred to as Dorfberg webcam. All coordinates in this study are given in the coordinate
system CH1903+ LV95. Since 2008 the webcam with a single viewing angle (upward
looking) has been monitoring the entire slope of the Dorfberg site which yields in an
investigated area of about 2.02 km?. An overview of the field of view (FOV) is shown
in Figure 2.1b. The altitude of the Dorfberg site varies between 1580 m a.s.l. at the
physical-meteorological World radiation centre (PMOD/WRC) situated at the lower
left of the FOV, up to an altitude of 2536 m a.s.l. at the Salezer Horn. The mean altitude
of the Dorfberg site is around 2030 m a.s.l. which is slightly above the alpine tree line.

(A) Location and mapped FOV of the Dorfberg
webcam installed at the SLF in Davos, Switzer- (B) Webcam image taken on 18 February 2017
land. Map source: geo.admin.ch (2020). atnoon (12 PM).

FIGURE 2.1: Overview of the Dorfberg site and webcam in Davos,
Switzerland.

Until the winter season of 2017/2018 the camera was a Nikon Coolpix E5900. From
2018/2019 a Canon EOS 400D DIGITAL was used. The received images, stored with
an automatic system, have a resolution of 2592 x 1944 pixels (5.1 Megapixel) for the
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Nikon camera, and 3888 x 2592 pixels (10.1 Megapixel) for the Canon camera. Both
cameras take images at 24-bit colour depth and in file format JPG. This provides us a
quasi-continuous time series for the past five years at the Dorfberg site.

Furthermore, we investigated the Dischma valley which is south-east directed
and close to Davos Dorf. In this study we examined the end of the valley, starting
from Duerrboden (2004 m a.s.l.) up to the south-east situated Scalettahorn (3067 m
a.s.l.) (Figure 2.3). At Duerrboden (2004 m a.s.l.), the SLF installed webcams with six
camera viewing angles. These cameras are facing the surrounding hill slopes and are
monitoring the avalanche activity since 2015.

2.2 Digital Elevation Model

The georectification process of the snow classified webcam images requires a digital
elevation model (DEM). In this study we used the precise DEM swissALTI3D, provided
by the Swiss Federal Office of Topography (swisstopo, 2018). SwissALTI3D has a spatial
resolution of 2x2 m and is in fact a digital terrain model as it describes the surface of
Switzerland without any vegetation or buildings. Information is updated every six
years and given for every coordinate. Below an elevation of 2000 m a.s.1., the altitude
information originates from airborne laser scanning LiDAR data with an accuracy of
+0.5 m, while for elevations above 2000 m a.s.l., high resolution aerial photographs
are used, resulting in a lower accuracy of +1 — 3 m (swisstopo, 2018). swissALTI3D is
offered in GEOTIFE, ESRI ASCII Grid and ASCII X, Y, Z single space file formats. In this
study, we used ASCII X, Y, Z single space, identical to Dizerens (2015).

2.3 Model retrieved fSCA, SWE and HS

In this study we worked with snow melt simulations from the Jules Investigation
Model (JIM) (Essery et al., 2013a) for the Dorfberg and Dischma area. As a multi-
model frame, JIM uses 1701 process representations combinations (Griessinger et al.,
2019) that are based on energy-balance models (Essery et al., 2013a). To find optimal
combinations for the process of obtaining daily snow mass and snowpack runoff,
different parametrizations are chosen. JIM includes snow albedo parametrization,
empirical snow compaction parametrization, turbulent heat exchange, drainage of melt
water, fresh snow density parametrization and thermal conductivity parametrization
amongst others (Griessinger et al., 2019). For further details we refer to Essery et al.
(2013a), Griessinger et al. (2019), Helbig et al. (2015a), and Magnusson et al. (2015).
JIM was extended by Helbig et al. (2018, 2015a) with a subgrid-parametrization for
fractional snow-covered area focusing on complex topography. In their study, Helbig
et al. (2015a) suggest including the standard deviation of snow depth. With this, JIM
was modified for the Operational Snow and Hydrology Service (OSHD) of the SLF and
referred to it as JIM_OSHD model.

Since 2015 the JIM_OSHD model generates output files for the parameters fSCA,
SWE and HS on a daily basis. Each grid cell has a spatial resolution of 1 km?. For the
years 2015 to 2019 the JIM_OSHD model covers Switzerland with 359 x 248 pixels, with
a grid origin located in Chambéry (France) at coordinates 2 479 500 / 1 052 500. As the
extent of the model was recently increased, the output file is now available for 365 x
272 pixels, originating at coordinates 2 473 500 / 1 052 500 for winter 2019 /2020.
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TABLE 2.1: JIM_OSHD tiles for the Dorfberg webcam with their mean
altitudes and coordinates for orientation.

Coordinates (CH1903+/LV95)

JIM_OSHD Tile Mean Altitude [m a.s.l.] (lower left of the tile as origin)

pé 2469 2781500 /1188500
p7 2074 2782500 / 1188 500
pll 2176 2781500 / 1187 500
pl2 1772 2782500 / 1187 500
p13 1558 2783500 / 1187 500

We extracted JIM_OSHD outputs for the investigated areas, resulting in 20 tiles
for the Dorfberg site (Figure 2.2), and 36 tiles for the Dischma valley (Figure 2.3). The
Dorfberg webcam is located in tile p18 and the viewing angle of the camera includes
the tiles p6, p7, p11, p12, and p13. Figure 2.2 gives an overview of the mapped tiles
at the Dorfberg site and in Table 2.1 the coordinates and mean altitude of each tile are
given. For every tile at the Dorfberg site and Dischma valley we obtained fSCA [0,
1], SWE [mm], and HS [m] for the months October to July during the winter seasons
2015/2016 to 2019/2020.

FIGURE 2.2: JIM_OSHD tiles p6, p7, p11, p12, p13 and p18 covering
the field of view of the Dorfberg webcam, installed at the SLF in Davos,
Switzerland. Map source: geo.admin.ch (2020).

2.4 UAV Snow Height

For comparing and evaluating the performance of the JIM_OSHD modelled HS, we
used HS data from an Unmanned Aerial Vehicle (UAV) of type eBee+ RTK of SenseFly
(Eberhard et al., 2020). These data have a spatial resolution of 0.03 m / pixel for the
Dischma area, and were collected on 7 April 2018. Figure 2.3 shows a map of the
Dischma area and the area covered by eBee+ of about 3.59 km?. The data from the
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UAV is part of a comprehensive study of Eberhard et al. (2020) analysing different
photogrammetric techniques for snow depth mapping.

FIGURE 2.3: UAV HS-data from 7 April 2018 covering the Dischma

area (orange area). JIM_OSHD tiles (red area) p1 to p36 covering the

field of view of the Duerrboden webcam (blue marker) installed in the

Dischma valley, Switzerland. JIM_OSHD tiles p1, p2, p3, p7, and p8

are analysed to compare UAV HS-data with JIM_OSHD HS-data. Map
source: geo.admin.ch (2020).

2.5 Avalanches

The avalanche activity of the Dorfberg has been monitored since 2009. Due to its
vicinity to the SLF-institute it is a well-examined site. All avalanches were mapped from
webcam images into a GIS system by hand. This was done by using the monoplotting
tool developed by Bozzini et al. (2012), which has made the spatial georeferencing of
oblique images more approachable. The finalized data set consists of the avalanches
seen on the Dorfberg webcam and includes many variables of which we considered
the following: release date, release time, altitude, coordinates of the starting zone, and the
avalanche type. For the purpose of this study, we considered all wet-snow avalanches
and excluded wet-loose snow avalanches.

In the Dischma valley we also used webcam images from six viewing angles for
monitoring the avalanche activity starting in winter season 2015/2016. The images
with avalanches were flagged, thus we related the avalanche activity and the onset of
wet-snow avalanche activity cycles to the corresponding hill slopes and dates.
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Chapter 3

Methods

In this Chapter, we give an overview on the workflow routine for webcam image
snow classification and fSCA-data retrieval (Section 3.1, blue box in Figure 3.1). Then,
in Section 3.2 we show how we evaluated the validation of the snow classification
algorithms (green box in Figure 3.1). In Section 3.3 we compare HS with UAV data
(red box in Figure 3.1) and in Section 3.4 (yellow box in Figure 3.1) we define the true
onset of wet-snow avalanche activity cycles. We finish this chapter by presenting a
simple model to detect the onset of wet-snow avalanche activity cycles (Section 3.5,
green box in Figure 3.1). To facilitate the understanding of the workflow, a simplified
flowchart is shown in Figure 3.1. An enlarged version of the flowchart, including a
detailed description of the processes involved, is shown in Figure A.1 in the Appendix.

FIGURE 3.1: Flowchart of the working process used in this study. The

green boxes refer to the research questions whereas the blue, purple,

yellow and red boxes refer to the different Sections in Chapter 3. An
enlarged and detailed version is shown in the Appendix (Figure A.1).

3.1 Snow Classification Routine

The aim of an automatic snow cover classification workflow is to identify the snow
cover extent shown in a webcam image or any other image, with limited human
intervention (Salvatori et al., 2011). Portenier et al. (2019) developed a semi-automatic
procedure implemented in Matlab to derive snow maps from publicly available webcam
images. For this study we applied, adapted and complemented these procedures for
an optimal fSCA-data retrieval for the Dorfberg site.
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3.1.1 Input Preparation
Master Image

Choosing an adequate master image that is representative for the investigated site (e.g.
a hill slope) is crucial for further processing. At the recommendation of Portenier et al.
(2019) we selected a master image at a day with medium to high fSCA (>50%), clear
sky conditions to enhance contrast, and a high solar zenith angle to minimize shadows.
For the Dorfberg site, we chose an image taken at 8 November 2013, 9 AM, henceforth
called master image (Figure 3.2a).

(a) (©)

FIGURE 3.2: Master image taken on 8 November 2013 at 9 AM (A).
The silhouette is defined by a Sobel edge detection process (B) with a
threshold of 0.02 and shown with a red line in (C).

3.1.2 Pre-processing of the Master Image

Based on Portenier et al. (2019) we pre-processed the master image to obtain both the
mountain silhouette and the DEM-based viewshed at the end of this step. A Gaussian
filter is applied to reduce noise within the image in order to extract the mountain
silhouette. This is done by using a Sobel edge detection algorithm, which allows for
the detection of distinctive structural features within the master image (Figure 3.2b).
Depending on the illumination in the master image, the default edge threshold of 0.02
may need to be adapted. For the Dorfberg images however, it was left unchanged.
After the successful derivation of the mountain silhouette (Figure 3.2¢c), or in other
words the horizon, a binary silhouetteMask is generated in order to mask out the sky
(Figure 3.3b). Since the workflow of Portenier et al. (2019) was unmodified for this part
of the procedure, we refer to their study for further details (Dizerens, 2015; Portenier
etal., 2019).
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Input Mask

The purpose of an input mask is to exclude regions for the snow classification. These
regions are composed of artefacts, such as obstacles (roads, buildings, electricity pylons),
prominent trees and forest in the vicinity of the camera position. Also, the area close
to the camera was masked out. In this case, the input mask for the master image
was drawn by hand (Figure 3.3b) and then saved as a 1bit binary image for further
processing.

(A) Webcam image with
superimposed masks. (B) In clockwise direction: Input mask,

silhouette mask, alignment mask
final mask.

FIGURE 3.3: After aligning the webcam image the final mask (B), con-
taining the input mask, silhouette mask, and alignment mask, is super-
imposed on every webcam image (A) to define the FOV.

3.1.3 Daily Composites of Webcam Images

Preliminary studies (Fedorov et al., 2015; Kepski et al., 2017; Portenier et al., 2019) have
shown that most image classification routines perform best during optimal weather
and lighting conditions. These conditions are best met if an image is taken on a sunny
day, with high contrast and no clouds or fog making the mountain silhouette easy to
detect. But even good weather images may suffer from illumination issues, such as
shadows originating from neighbouring mountains, obstacles, as well as trees. In order
to address these drawbacks, different approaches exist. For instance, Bernard et al.
(2013) acquired three images at fixed hours every day and Kepski et al. (2017) worked
with webcam images that have been taken between 10 AM and 11 AM. Still, Bernard
et al. (2013) and Kepski et al. (2017) had to disregard many of these images, as these
were unusable or missing. Alternatively, Dizerens (2015) suggests utilising another
colour space (e.g. YUV), increase brightness or apply automatic tone adjustments.

In this study, we use the technique of image compositions. This technique is
another simple but effective strategy, that is also used by Fedorov et al. (2015). Image
compositions consist of a number of separate images, aggregated into one single image.
As fSCA changes only slowly with time, having one image per day is sufficiently
accurate and representative when analysing seasonal dynamics of fSCA (Fedorov et al.,
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2015). Additionally, reducing the amount of images accelerates the computationally
intensive snow classification procedure.

For automation of the image composite retrieval at the Dorfberg site, we first
defined the time span in which the images are to be transformed into composites. For
the Dorfberg webcam, we decided to neglect the earliest and latest image of the day.
The reason for this lies with the low illumination particularly at dawn, which could
negatively influence the composition and cause possible snow misclassifications. Hence,
each composited image of the Dorfberg camera consists of about eight separate images
taken every full hour from 9 AM to 4 PM. Second, we applied the MATLAB-functions
“blend” and “join”, resulting in a blended overlay image, where the intensities of the
input images are scaled jointly and averaged in a single data set. Finally, the composited
image was stored in a separate folder for further processing.

FIGURE 3.4: Eight hourly images taken between 9 AM and 4 PM on 2
February 2016 for the Dorfberg site.

FIGURE 3.5: Composited image of the images shown in Figure 3.4.

For illustration, a composited image is shown in Figure 3.4. Eight hourly images
of the Dorfberg on 2 February 2016, starting at 9 AM until 4 PM, were merged into
one composited image shown in Figure 3.5. In the single images we see changing
illumination conditions due to the changing solar angle over the day. These effects are
weakened or even eradicated in the composited image shown in Figure 3.5.

3.14 Image-to-Image Alignment

Over the years many webcam installations show can distortions in orientation through
shaking or reorientation, leading to different fields of view (FOV). In order to address
that, each webcam image needs to be aligned and reoriented to its predefined master
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image. This is crucial because fSCA-data is defined as a relative measure with a number
between 0 and 1, requiring a constant FOV over time. Also, the alignment procedure
allows us to reduce computational effort as the same image-to-DEM transformation
matrix is used for every webcam image. For the image-to-image alignment process
various methods exist. For instance, Fedorov et al. (2015) applied a cross-correlation
technique for the alignment process, while Kepski et al. (2017) used the MATLAB
Computer Vision toolbox and the Speeded-Up Robust Features (SURF) technique.
In this study a Scale-Invariant Feature Transform (SIFT) algorithm is applied. The
SIFT algorithm was developed by Lowe (1999) and is considered as a worldwide
reference for image alignment and object recognition. As we follow the workflow
of Portenier et al. (2019) we included the SIFT implementation from the open source
library VLFeat-0.9.20 (Vedaldi et al., 2008).

The SIFT implementation consists of a feature detector and a feature descriptor. SIFT
detects a predefined number of features in the input image which then are matched
according to their similarity (euclidean distance) to the features detected in the master
image. The matching pairs are then used to calculate a homography, which is a
projective transformation between two images with the same camera position but with
slightly different orientation. As a next step the homography is used to relate and
align the input images to the master image. To solve the homography, at least four
point-correspondences with each x and y coordinates are required. Since not every
matched point of the SIFT algorithm may be correct, the homography is estimated
by best matching points. For this, a robust fitting model called RANSAC (RANdom
SAmple Consensus) is used. As a result of the alignment process, a homography matrix
and an alignment mask are created for every aligned image. We refer to Portenier et al.
(2019) for further technical details.

After successfully aligning the input images to the master image, we manually
eliminated several images including their alignment mask. These images were not used
for further processing as they were misaligned, too jittery, their FOV did not match the
required FOV, or the depicted land scene was cloud or fog covered.

Then, we implemented a procedure to ensure a constant FOV over time. For that,
we compared the available alignment masks and identified the image section which
contained the largest common FOV. Hence, we define

alignmentMask(y,) if index(alignmentMask(y,)) > index(alignmentMask(y,—1)) (3 1)

max(FOV) = ) . . . . .
alignmentMask(y,—1) otherwise or if index(alignmentMask(y,)) < index(alignmentMask(x,—1))

Where max(FOV') denotes the alignment mask with the largest common FOV,
index(alignment Mask(x;)) denotes the number of masked out pixels (black coloured)
for the current webcam image alignment mask, and index(alignmentMask(x;.1)) de-
notes the number of masked out pixels for the previous webcam image alignment
mask. As a result, the current mask x; is defined as the mask with the largest common
FOV, when the number of black pixels is greater in the current alignment mask x;
compared to the previous alignment mask x;.;. With this procedure we identified the
alignmentMask dated from 20 April 2018 as the largest common FOV for the Dorfberg
site.
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As a last step of the alignment procedure, we obtain a finalMask,

finalMask = silhouetteMask x inputMask x alignmentMask (3.2)

as a product of all created masks, which is then superimposed on every aligned webcam
image.

3.1.5 Automatic Snow Classification Algorithms

In this study we applied three different algorithms for pixel-level snow classification,
often quoted in literature. Most snow classification methods are based on the principle
of brightness intensity values to classify pixels as snow or no snow (Fedorov et al., 2015).
Thus, also the algorithms used in this study, namely Salvatori’s blue band thresholding
(Salvatori et al., 2011), Harer’s Principal Component Analysis (PCA) algorithm (Héarer
etal., 2013), and Hérer’s PCA algorithm with rock thresholding (Hérer et al., 2016) are
based on pixel-brightness snow classification.

Salvatori et al. (2011) developed a Snow-noSnow Software where the blue band
frequency distribution in the histogram of a webcam image is analysed. In previous
work, Salzano et al. (2008) demonstrated, that the presence of snow in an image induces
a bimodal distribution of the blue band component. Let LM(x,y) be the first local
minimum of the blue component in the image histogram, and t a snow threshold.
All Digital Numbers of the blue component (DNyy,.) above threshold t are classified
as snow-covered pixels. Hence, Fedorov et al. (2015) summarized the approach of
Salvatori et al. (2011) as follows,

tsnow = LM(X,]/) ifLM(x, y) >t

. (3.3)
tsnow =t if LM(x,y) <t

P(x,y) = {

meaning that, having a first local maximum of the blue component LM(x,y) greater
than t = 127 sets the snow threshold ¢, to the pixel intensity of the value located at
the local maximum. Preceding statistical analysis conducted by Salzano et al. (2008)
showed that a threshold ¢, corresponding to snow cover is in most cases > 127.

If no local maximum exists, then the snow threshold £, is automatically set to the
predefined snow threshold ¢, = 127. Thus, pixel values with DNy, > tsuow 0 DNy,

> 127 are classified as snow (=1), whereas pixel values with DNy, < tspow OF DNppe <
127 are classified as no snow (=0).

The second and third algorithm used in this study are both based on a snow
classification routine developed by Harer et al. (2013, 2016). In their work they extend
the blue band algorithm of Salvatori et al. (2011), in order to develop the PCA algorithm
of Harer et al., 2013 and the PCA algorithm with rock thresholding (Hérer et al., 2016).
In this study we apply the algorithms of Harer et al. (2013, 2016) separately, in order to
assess their performance individually.

Based on their previously published snow classification routine PRACTISE V.1.0.
(Harer et al., 2013), they extended the algorithm to PRACTISE V.2.1. by including
additional algorithms that address snow in shadow-affected images. In PRACTISE
V.2.1. the blue band algorithm of Salvatori et al. (2011) was first implemented to ensure
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correct snow classification in well illuminated areas. Then, as a second step, Hérer
et al. (2016) included a PCA of the pixel colour space of an image. A PCA orthogonally
transforms the axes of an RGB space into a new principal component (PC) space and
shifts the centre of the coordinate system to the mean value of the three-dimensional
data set (Hérer et al.,, 2013). The axis direction of the first PC (PC;) explains the
largest variance in the given data set, whereas the second principal component (PC;)
is orthogonal to PC;. PC; explains the second largest variance in the data set. The
higher the number of PCs the less variance is explained. In PRACTISE V.2.1. PC; is not
required for further processing, since the information stored in PC; is redundant with
the information given and analysed by the blue band thresholding of Salvatori et al.
(2011). According to Hérer et al. (2016) empirical studies have shown that shaded snow
pixels yield in higher PC, than PC3 values. As a result, PC; and PC; are considered
to be relevant for distinguishing shaded snow from other surfaces. Hence, pixels are
classified as snow-covered if they satisfy the following statement:

1 ifPC PCy and DNy, > ¢
P(x,y) = i PGy < 2am blue =SSm0 (4 dapted from Hirer et al. (2016)) (3.4)
0 otherwise

The third algorithm, PCA with rock thresholding (Hérer et al., 2016), extends the
blue band algorithm of Salvatori et al. (2011) and the PCA algorithm of Hérer et al.
(2016). This algorithm separates sunlit rocks from snow as they have similar reflectance
properties. It is known that the reflectance values of rock surfaces increase from shorter
(blue) to longer (red) wavelengths in the visible spectra (Hérer et al., 2016). Hence, the
reflectance values of sunlit rocks increase from blue (DNyy,,) to red (DN,.;). Therefore,
pixels that are not classified as sunlit snow (blue band algorithm of Salvatori et al.
(2011)) or shaded snow (PCA algorithm of Hérer et al. (2013)) are identified as sunlit
rocks if they fulfil,

sunlit_rocks = DN,,y > DNy, (adapted from Hirer et al. (2016)) (3.5)

Hence, only the pixels that do not meet the sunlit rock conditions are classified as snow-
covered. The sunlit rocks condition is then combined with the other two algorithms,
yielding in a differentiated classification of snow-covered, snow-free, and sunlit rock
pixels.

3.1.6 Snow Map Generation

In order to retrieve fSCA-data, corresponding to a real world 3D-space, the snow
classified 2D-image needs to be georectified and projected on the terrain. In contrast
to Portenier et al. (2019) who estimated the camera location and parameters, that
information was given for the Dorfberg site. Thus, the computationally intensive
part of georectification was accelerated as the coordinates of the installed camera and
elevation above ground were known.

For generating georeferenced snow cover maps out of snow classified webcam
images, we use the image-to-DEM registration, proposed by Portenier et al. (2019)
that includes a transformation matrix. This matrix is based on a 360° visibility map
of the webcam location, and calculated following the viewshed generation module
in PRACTISE V.1.0. The transformation matrix relates each pixel of the master image
to its real 3D coordinates (Dizerens, 2015). As we aligned each input image to the
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master image, this transformation matrix is valid for all images at this site. As a result
of this procedure we obtain georeferenced snow maps both in PNG and GEOTIFF
format for all snow classification algorithms. The colours indicate whether a grid cell is
snow-covered (blue), snow-free (red) or not visible (transparent) from the position of
the webcam. Consequently, the retrieved snow map has a spatial resolution of 2x2m,
since the map is calculated with the DEM of SwissALTI3D (Section 2.2).

3.1.7 Retrieval of Fractional Snow-Covered Area

After obtaining snow maps for the seasons 2015/2016 to 2019/2020 for the entire slope
of the Dorfberg, we derived the fSCA-data. Hence, by counting the number of snow-
covered pixels, snow-free pixels and invisible pixels, we calculated fSCA relative to the
FOV [0, 1]. We stored the fSCA-data from October to May for each season for all snow
classification algorithms in a comprehensive data base.

For the comparison and validation of JIM_OSHD modelled fSCA with webcam
retrieved fSCA, we overlaid the generated snow map on the JIM_OSHD grid tiles. The
intersecting tiles that cover the Dorfberg area are p6, p7, p11, p12 and p13 (Section
2.3). A batch process implemented in QGIS (QGIS.org, 2020), overlaid and cut the
georeferenced snow maps (GEOTIFF format) to the extent of each JIM_OSHD tile. Thus,
for each snow map we obtained five separate snow maps with the size of the OSHD
tiles, with pixel colours indicating if the area is snow-covered, snow-free or not visible
from the webcam. Then, with a pixel counting procedure in Matlab we determined the
percentages of JIM_OSHD tile seen by the webcam.

Webcam fSCA-data was only calculated for correctly classified images, i.e. images
where the applied algorithm did not show obvious errors. We analysed the retrieved
snow map fSCA-data with time and flagged the dates where the fSCA-data deviated
substantially from other fSCA-data. After flagging, we assessed the respective snow
classified 2D-images individually and decided whether the algorithm performed well
or not. For instance, if the algorithm classified the snow-free forest as snow-covered or
a large part of snow-covered land surface as snow-free, these were criteria to flag the
image. fSCA-data of the incorrectly classified and flagged images were disregarded for
further processing. Thus, the number of correctly classified images mirrors how well
the three algorithms performed.

3.2 Validation

To evaluate the performance of the snow classification algorithms we validated 13
images in winter season 2013/2014. These images were selected within the stages of
early winter, mid-winter, peak winter and late winter according to the SLF bulletin
(Zweifel et al., 2016).

Out of the 13 validated images, ten images are chosen under sunny weather condi-
tions with a well illuminated scenery. The remaining three images show a cloud and fog
covered scenery in order to evaluate the algorithm performance during poor weather
conditions. Identically to the snow classification routine, described in Section 3.1, we
aggregated the images into a daily composite image (Section 3.1.3), aligned them to
the master image (Section 3.1.1) and ran the automatic snow classification routine for
each of the three classification algorithms (Section 3.1.5). Unlike the usual procedure,
described in Sections 3.1.6 and 3.1.7, we did not compute a georeferenced snow map,
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but only used the classified 2D-webcam images. For validation, we used a random
sampling approach within the defined FOV, similar to Fedorov et al. (2015). Within that
FOV, 117 randomly distributed pixels were selected and classified as snow-covered
(1) or snow-free (0) for each algorithm in a binary way. A snow-covered pixel had a
value 1 and a snow-free pixel a value of 0. Then, a ground truth snow classification
was created by deciding if the same 117 pixels on the original, non-classified image
were snow-covered or snow-free. Figure 3.6 shows the 117 randomly distributed pixels
over the snow classified images for all algorithms and the ground truth image for 9
March 2014.

(A) Original image. (B) Blue band algorithm (Salvatori et al., 2011).

(C) PCA algorithm (Harer et al., 2013). (D) PCA algorithm rock (Hérer et al., 2016).

FIGURE 3.6: Webcam image from 9 March 2014 for the Dorfberg site in
Davos. For each of the algorithms the same 117 pixels are chosen for
validation (blue circles). The white color shows the snow-covered area,
while the pink color represents the snow-free area for each algorithm.

In order to evaluate the validation analysis of the snow classification algorithms, we
generated confusion matrices (Table 3.1) for every validation image and algorithm.
With the quality metrics Accuracy (Acc), Probability of Detection (POD), and Probability
of False Detection (POFD), we evaluated the performance of each algorithm. POD
gives information about the proportion of the positive cases (e.g. snow-covered pixels)
in the data, that are correctly identified as such. While POFD represents the proportion
of negative cases (e.g. snow-free pixels) that are incorrectly classified as positive cases
in the data.
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TABLE 3.1: Confusion matrix calculated for the validation analysis and
in parentheses for the simple model to compare the true and simulated
onset of wet-snow avalanche activity (OWSAACirue and OWSAACgim).

observed pixel
(OWSAACHW)

not snow-covered snow-covered
(no OWSAAC) (OWSAAC)

not snow-covered

(110 OWSAAC) a: correct non-event b: missed event

classified pixel
(OWSAACsim)

‘ snow-covered

(OWSAAC) ‘ c: false alarm d: correct event

3.3 Snow Height Comparison

For measuring the snow height (HS) distribution, photogrammetric surveys of Un-
manned Aerial Vehicles (UAV) are a commonly used tool for validating snow cover
models. By partitioning the UAV received HS-data into the JIM_OSHD tiles, we
conducted a comparison and validation analysis between the UAV HS-data and the
JIM_OSHD HS-data. In this study we analysed six tiles of the JIM_OSHD grid p1, p2,
pP3, p7, p8, and p9Y covering the valley from west to east (Figure 2.3). After cutting the
UAV HS-data into these tiles, we calculated the mean and standard deviations of UAV
HS for each tile.

3.4 Onset of Wet-Snow Avalanche Activity Cycles

The onset of wet-snow avalanche activity is challenging to detect and predict and has
therefore been the subject of many studies (e.g. Bellaire et al. (2017) and Mitterer (2012)).
In this work we use the Onset of Wet-Snow Avalanche Activity Cycles (henceforth
abbreviated as OWSAAC) in order to link it with seasonal dynamics of fSCA and SWE
retrieved from the JIM_OSHD model.

Since the avalanche activity is well documented at the Dorfberg site, the OWSAAC
can be defined. To determine a day i of wet-snow avalanching (DOA;) we define that
a specific number of wet-snow avalanches needs to be reported at a day. We set this
threshold to tpoa > 2, as Schweizer et al. (2020) found that the average number of
avalanches per day was 1.3 for dry-snow conditions and 1.8 for wet-snow conditions.
Hence, in this study we define DOA; as following,

1 ifn>tpao

) (3.6)
0 otherwise

DOA; = {

where 1 denotes the observed number of wet-snow avalanches per day.
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Second, we define that the true onset of a wet-snow avalanche activity cycle may only
begin if at least two consecutive days (i and i+1) fulfil the condition set for DOA,;.
Hence,

1 1fDOA1 = 1and DOAH_l =1

) (3.7)
0 otherwise

OWSAACHye = {

However, this approach may be inaccurate, as determine wet-snow avalanche cycles
requires information about many other parameters, such as the liquid water content in
the snowpack (Mitterer et al., 2013).

For verification, we compared the OWS A ACy,, of the Dorfberg with the OWSAAC
dates from the SLF winter reports (Trachsel et al., 2020; Winkler et al., 2019; Zweifel
etal., 2019, 2017, 2016). Table 3.2 gives an overview on the defined
OWSAACy, for the Dorfberg site, the Dischma area and for entire Switzerland. For
the Dorfberg site we used the georeferenced avalanche data set and for the Dischma
area we used the flagged webcam images on which avalanches occurred (Section 2.5).
Comparing these data with the SLF winter reports comes with limitations, since they
refer to the entire Alps.

TABLE 3.2: OWSAAC. for the Dorfberg site, Dischma area, and the

Alps in Switzerland.
Dorfberg p11 Dischma p1 to p36 Alps in Switzerland
OWSAAC_true OWSAAC_true

(Source: avalanche data set, SLF) (Source: webcam images evaluation) (source: SLF winter reports)

2015/2016 19.03.2016 —23.03.2016 04.03.2016 - 06.03.2016 21.03.2016
2016/2017 11.03.2017 -21.03.2017 08.03.2017 - 11.03.2017 08.03.2017 - 10.03.2017
2017/2018 03.04.2018 — 09.04.2018 21.04.2018 - 27.04.2018 05.04.2018 - 08.04.2018
2018/2019 08.04.2019 - 11.04.2019 02.04.2019 - 05.04.2019 15.04.2019
2019/2020 11.03.2020 - 23.03.2020 no data available 11.03.2020

3.5 A Simple Model to Detect the Onset of Wet-Snow
Avalanche Activity Cycles

To detect the onset of a wet-snow avalanche cycle, we established a simple model
only relying on past fSCA and SWE-data. The simple model enables us to hindcast
OWSAAC events, i.e. to identify past OWSAAC events, but not to forecast, i.e. to
predict future OWSAAC events, unless we use lower elevation tiles as predictors for
higher elevation avalanches.

Both fSCA and SWE-data are retrieved from the JIM_OSHD model as the modelled
parameters are more reliable than the webcam retrieved fSCA-data. We trained the
simple model on data from the Dorfberg and evaluated its performance with Dorfberg
webcam fSCA-data and with JIM_OSHD fSCA-data from the Dischma area.
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FIGURE 3.7: Zoomed in SCD curve for high fSCA-SWE values in winter

season 2016/2017. Days of avalanching (DOA) are marked with red

triangles, whereas the red bounding box with a size defined by the

rangesye and rangesc,, captures the onset of wet-snow avalanche activity
cycles (OWSAAC).

Wet-snow avalanches release when the snow cover starts to melt. This means that
in the time after reaching a maximum value of both fSCA and SWE-data in a winter
season, the onset of wet-snow avalanche cycles may take place. With the aim to capture
this process, we defined a bounding box around the maximum values of fSCA and
SWE in the fSCA-SWE relationship in which the OWSAAC may occur (for illustration
see Figure 3.7). Our approach followed three steps: (i) We normalized data of fSCA
and SWE, (ii) a range was set for maximal values of f{SCA and SWE, and (iii) model
performance was evaluated.

(i) We normalized the parameters f{SCA and SWE with their maximum value reached
throughout each year for the winter seasons 2015/2016 to 2019/2020. Hence, the
maximum values of fSCA and SWE for each year were assigned with a value of 1.

(ii) Second, we defined a condition that a simulated OWS A AC;;,,, needs to fulfil:

1 if fSCA; > (1 —rangese,) and SWE; > (1 — rangesye)

] (3.8)
0 otherwise

OWSAAC;, = {

where fSCA; and SWE; are JIM_OSHD modelled fSCA and SWE-data of an arbitrary
day i within the investigated winter seasons. Hence, if fSCA; and SWE; are within a
predefined percentile range (rangesca and rangesw.) of the maximum fSCA and SWE
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values, day; is considered to be a day where the OWSAACgim may begin.

We defined rangesq, as a possible value between 0.0005 and 0.002 with an incremental
step of 0.00001, and rangesw. as a possible value between 0.02 and 0.08 with an incre-
mental step of 0.001. The decision to model OWSAAC of the Dorfberg site with these
ranges was made after a detailed analysis of the fSCA-SWE plots where the true wet-
snow avalanche activity cycle onset was shown (Figure 3.7). Thus, these combinations
resulted in 9211 runs that simulated the OWSAAC. For each combined ranges,, and
rangesye, the OWSAACgim was defined according to the conditions set in Equation 3.8.

(iii) Out of 9211 predefined percentile range combinations we proof all the data from
the Dorfberg to find the best model. To evaluate model performance and retrieve
the best combination of ranges,, and ranges,., we compared the simulated onset,
OWSAACsjm with the true onset, OWSAACirye. The performance of the model was
evaluated by confusion matrices (Table 3.1), calculated for every ranges., and rangesye.
According to Mitterer et al. (2013) we considered the following measures and scores in
order to identify best model:

False Alarm Ratio, FAR = H% , best score =0 (3.9)
- . d
Probability of Detection, POD = brd’ best score = 1 (3.10)
Probability of False Detection, POFD = aC? , bestscore =0 (3.11)
. d c
Hanssen Kuipers Score, HK = —— — ——, bestscore =1 (3.12)
b+d a+c
a+d
A Acc= ————— =1 1
ccuracy, Acc pan best score (3.13)

As POD and POFD can be used for calculating the Receiver Operating Characteristic
(ROC) curve and the Hanssen Kuipers score and the accuracy include all cells of the
confusion matrix, we focus on these measures and scores. We want to mention that
there are many other measures and scores that could be evaluated (Mitterer et al.,
2013). However, choosing the relevant measures is not trivial and depends also on the
purpose of the model that is evaluated.
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Chapter 4

Results

In this Chapter, we show results of the different snow classification algorithms (Section
4.1) and report on the validation analysis (Section 4.1.2). Then, we present results of the
comparison between JIM_OSHD model performance with webcam fSCA and UAV HS:
First, we show differences and similarities between webcam fSCA-data and JIM_OSHD
fSCA-data (Section 4.2.1). Therein, we focus on the elevation dependence of fSCA and
melt-out dates (Section 4.2.2). Second in Section 4.2.3, we display the results of the
comparison between UAV HS and JIM_OSHD HS.

In Section 4.3, we show characteristic snow cover depletion curves that link webcam
and JIM_OSHD fSCA-data with JIM_OSHD SWE-data and wet-snow avalanche activity.
Finally, we present results of our simple model to determine the onset of wet-snow
avalanche activity cycles (Section 4.3.1).

4.1 Snow Cover Classification of Webcam Images

4.1.1 Visual Assessment

The number of correctly classified webcam images and thus snow maps, used for
fSCA-data retrieval, varied depending on the snow classification algorithm. In Section
3.1.7 we defined correctly classified webcam images as images where the applied
algorithm did not show obvious errors in pixel-wise classification. Obvious errors
include, for instance, images where large parts of snow-covered area was not classified
as snow-covered, or snow-free vegetation was classified as snow-covered.

TABLE 4.1: Time period and number of correctly classified webcam

images separated by the three snow classification algorithms within the

investigated winter seasons 2015/2016 to 2019/2020. Webcam images
were available for every day during the months October to July.

Winter Season  Salvatori et al. (2011) Harer et al. (2013) Harer et al. (2016)

2015/2016 96 17 18
2016/2017 82 27 27
2017/2018 66 18 17
2018/2019 51 6 19
2019/2020 57 47 55

Total 352 115 136

We had to disregard a fair number of images, not only due to jittering of the webcam,
cloud or fog covering the FOV, and maintenance issues, but most importantly due to the
performance of the snow classification algorithms. Hence, we considered 352 valuable
snow classified images for the algorithm of Salvatori et al. (2011); 115 for the algorithm
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of Hérer et al. (2013); and 136 for the algorithm of Hérer et al. (2016). Table 4.1 gives
an overview and lists the number of correctly classified images for each investigated
winter season. The small sample size of correctly classified images by Hérer et al. (2013,
2016) implies that their approaches had difficulties in correctly detecting fSCA at the
Dorfberg site in many cases.

(A) Snow classification algorithm: Salvatori et (B) Snow classification algorithm: Harer et al.
al. (2011). (2013).

(C) Snow classification algorithm: Hérer et al.
(2016).

FIGURE 4.1: Snow classified webcam image on 14 November 2019 with

the three algorithms (A to C). The pixels are classified as snow-covered

area (red), not snow-covered area (transparent), and masked-out area

(white). The yellow boxes with the zoomed-in insertions indicate where

the snow classification algorithms differ the most. In Figure 4.1c, the
green coloured area represent sunlit rocks.

Assessing the snow classified images visually, gives a good first overview of the
performance for the three applied snow classification algorithms. An exemplary snow-
classified composite webcam image taken on 14 November 2019 is shown in Figure
4.1. The red coloured areas represent the fSCA calculated with the snow classifica-
tion algorithms; the white-greyish area represents the masked-out area (sum of the
inputMask, alignmentMask and silhouetteMask), whereas the uncoloured layer represents
snow-free pixels (i.e. vegetation or avalanche barriers). Additionally, the algorithm of
Harer et al. (2016) detects sunlit rocks, shown with green colour (Figure 4.1c). Focusing
on the yellow boxes, we saw that all algorithms had difficulties in correctly classifying
shaded and poorly illuminated snow: The blue band algorithm of Salvatori et al. (2011)
misclassified the shaded snow in the vicinity of building as snow-free (Figure 4.1a). We
noticed that the misclassified pixels were confined within the boundary of the shadow.
Also, both PCA algorithms of Harer et al. (2013, 2016) showed misclassifications for
shaded snow (Figure 4.1b). However, there were generally fewer misclassifications of
the shadowed pixels than with the blue band algorithm.
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Other examples of webcam images revealed that, the algorithms of Hérer et al.

(2013, 2016) showed more misclassifications for pixels located at the left and right
margin of the FOV and close to the horizon. Thus, as shown in Table 4.1, we had to
disregard much more images classified with the Harer et al. (2013, 2016) algorithms
compared to the algorithm of Salvatori et al. (2011).
Overall, the algorithms performed well as they classified the majority of all true snow-
covered pixels as snow-covered. However, misclassifications may occur, for instance,
when obstacles produce shade on the snow. In this case each algorithm behaved
differently as they followed different approaches. In order to assess the performance of
the algorithms qualitatively, we conducted a validation analysis (Section 4.1.2).

From the snow classified 2D-images (Figure 4.1), we generated daily georeferenced
snow maps in GEOTIFF-format. Figure 4.2 shows the resulting snow map with a
spatial resolution of 4m? for each pixel on the webcam, calculated with the algorithm
of Salvatori et al. (2011) and dated on 14 November 2019. The blue coloured pixels
indicate the snow-covered area, red pixels refer to the snow-free area, white pixels show
the masked-out area, and black pixels refer to the terrain not seen from the camera
location. Finally, the fSCA-data is obtained by dividing the number of snow-covered
pixels through the sum of all non-masked pixels. For instance, on 14 November 2019
the fSCA was 0.686 (= 68.6%).

FIGURE 4.2: Georeferenced snow map on 14 November 2019 for the

blue band algorithm (Salvatori et al., 2011) at the Dorfberg site. Pixels

are classified as snow-covered (blue), snow-free (red), masked-out area

(white) and terrain not seen from the webcam location (black). The

webcam location and the Salezerhorn are marked in yellow colour for
better orientation.

4.1.2 Validation

To the best of our knowledge, no study has provided a quantitative validation analysis
between the algorithms of Salvatori et al. (2011) and Haérer et al. (2013, 2016). We
therefore quantitatively assessed how well the three algorithms performed in order
to identify the most suitable algorithm for the Dorfberg site. We validated thirteen
composite images in winter season 2013/2014, each containing the same 117 randomly
distributed validation points within the FOV (Section 3.2). In Table 4.2 we state addi-
tional information about the weather condition and accuracy for each of the validated
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images. The probability of false detection (POFD) and probability of detection (POD)
and were averaged for each algorithm. All the quality metrics are separated by the
three investigated algorithms, Salvatori et al. (2011) and Harer et al. (2013, 2016).

TABLE 4.2: Overview of the quality metrics and indication about the
weather condition for thirteen validated webcam images in winter sea-
son 2013/2014 for the Dorfberg site. Accuracy is given for every vali-
dated image, while the probability of false detection (POFD) and prob-
ability of detection (POD) were averaged for every snow classification
algorithm separately. The values are rounded to two decimals.

Salvatori et al. (2011) Haérer et al. (2013) Harer et al. (2016)

Date Weather Accuracysgy, Accuracyyaer Accuracynger—rock
18.11.2013 sunny 0.85 0.88 0.87
29.11.2013 sunny 0.92 0.94 0.94
29.12.2013 sunny 0.97 0.94 0.93
21.01.2014 cloudy/foggy 0.56 0.69 0.74
29.01.2014 sunny 0.97 0.92 0.92
20.02.2014 sunny 0.94 0.94 0.93
05.03.2014 cloudy/foggy 0.97 0.95 0.94
07.03.2014 sunny 0.97 0.96 0.95
09.03.2014 sunny 0.93 0.88 0.88
14.03.2014 sunny 0.96 0.93 0.89
24.03.2014 cloudy/foggy 0.89 0.89 0.89
25.03.2014 sunny 0.92 0.92 0.93
02.04.2014 sunny 0.94 0.68 0.67
Mean accuracy 0.91 0.89 0.88
Mean POFD 0.08 0.17 0.22
Mean POD 0.87 0.85 0.86

The highest mean accuracy (0.91) was for the blue band algorithm of Salvatori et al.
(2011) (Table 4.2). With 0.89 and 0.88, the mean accuracy was slightly lower when
applying the algorithms of Harer et al. (2013, 2016). For images with cloudy/foggy
weather conditions, no conclusive statement regarding the accuracy can be made: For
instance, for the validation image taken on 21 January 2014, the algorithm of Salvatori
et al. (2011) performed worst and the algorithm of Harer et al. (2016) best. In contrast,
on 5 March 2014 Salvatori et al. (2011) performed better than Harer et al. (2013, 2016),
while on 24 March 2014 all algorithms showed identical accuracy.

Looking at other metrics, the mean POD of the blue band algorithm equals 0.87 and is
clearly higher than its mean POFD of 0.08. In other words, 87% of the snow-covered
pixels were correctly classified by the blue band algorithm, while only 8% of the snow-
free pixels were misclassified as snow-covered. Comparing these values with those
of the algorithms of Hérer et al. (2013, 2016), it becomes apparent that their POD is
lower and their POFD is higher. Accordingly, both algorithms of Hérer et al. (2013,
2016) classified fewer snow-covered pixels correctly, and misclassified more snow-free
pixels as snow-covered compared to the algorithm of Salvatori et al. (2011).

Hence, as fewer pixels were classified correctly with the algorithms of Hérer et al.
(2013, 2016) we had to disregard more classified webcam images which corresponds
to a lower sample size. Thus, according to the validation analysis, the algorithm of
Salvatori et al. (2011) performed better at the Dorfberg site in almost every assessed
quality metric compared to the other two classification algorithms Harer et al. (2013,
2016).
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4.2 Comparison between JIM_OSHD Model and Snow Pa-
rameters

In this Section webcam fSCA-data is compared with JIM_OSHD fSCA-data. A particu-
lar focus was set on the two winter seasons 2016/2017 and 2017/2018 as well as the
elevation dependency of fSCA (Section 4.2.2). As JIM_OSHD-data has only been avail-
able since 2015 in its current version, we investigated a winter season below average
snow depth (2016/2017) and one winter with average to above snow depth (2017/2018)
in more detail. Furthermore, we evaluated the performance of modelled HS-data by
comparing JIM_OSHD HS with UAV HS-data (Section 4.2.3).

421 Comparison between JIM_OSHD fSCA-data and Webcam fSCA-data

Figure 4.3 displays JIM_OSHD fSCA-data and webcam fSCA-data for winter seasons
2016/2017 and 2017 /2018 within tile p12. Figures of all investigated winter seasons
2015/2016 to 2019/2020 and other tiles p6, p7, p11, p12 and p13 are shown in the
Appendix (Figures A.2 to A.6). Webcam fSCA-data, obtained by the different snow
classification algorithms are shown with coloured points, whereas JIM_OSHD fSCA-
data is represented by a solid blue line.

Figure 4.3 reveals some minor and major gaps where webcam fSCA-data were

missing. Especially for the algorithms of Hérer et al. (2013, 2016) we only obtained very
few valid images (Table 4.1). These data gaps were caused by the manual elimination
of images during periods of high cloud and fog coverage, misalignments and mostly
misclassifications. In contrast, JIM_OSHD obviously provides continuous fSCA values
on a daily basis.
Focusing on the curve shape of the webcam fSCA-data and JIM_OSHD fSCA-data,
we note that the curves are similar, especially those calculated with the algorithm of
Salvatori et al. (2011) (green points). However, while there were only minimal variations
in JIM_OSHD fSCA-data during peak winter months (January to March), the webcam
fSCA showed higher variations at smaller temporal scale. Focusing on the early winter
2016/2017, we see that the snowfall event in November 2016 was captured well by
both the webcam fSCA-data and the JIM_OSHD fSCA-data. Also, short-term melt-out
patterns towards the end of December 2016 are similarly recognized by the JIM_OSHD
fSCA-data and the webcam algorithms, Salvatori et al. (2011) and Haérer et al. (2013).
However, the melt-out patterns were more pronounced for the webcam fSCA-data, as
webcam fSCA became almost zero during this time, while JIM_OSHD fSCA remained
around 0.35. During peak winter, both the webcam fSCA and JIM_OSHD fSCA reached
their maximum values, which were more or less consistently greater than 0.9 over
several months. Then, during late winter or in early spring, the curve indicated the
beginning of melt-out processes. Although the shape is similar for both webcam and
JIM_OSHD {SCA-data, the webcam fSCA-data indicated earlier melt-out, compared to
the JIM_OSHD fSCA-data.
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FIGURE 4.3: Comparison between JIM_OSHD fSCA-data and webcam

fSCA-data for tile p12 in winter seasons 2016/2017 and 2017/2018. Web-

cam fSCA-data was calculated with the snow classification algorithms

Haérer et al. (2013, 2016) and Salvatori et al. (2011) and is shown with

different colours (points). The blue solid line represents the JIM_OSHD
fSCA-data for the same tile p12.

Overall, a consistent pattern can be observed for the algorithm of Salvatori et al. (2011)
and Harer et al. (2013): Apart from some exceptions, webcam fSCA was lower than the
JIM_OSHD {SCA for the Dorfberg site, independent of the season or fSCA magnitude.
Hence, there is a more or less constant offset between webcam fSCA and JIM_OSHD
fSCA-data. However, for the PCA algorithm with rock thresholding of Hérer et al.
(2016) this was not the case: Figure 4.3 shows that during peak winter the webcam fSCA
retrieved with the algorithm of Harer et al. (2016) (purple points) showed constant
values equal or even greater than JIM_OSHD fSCA-data. This algorithm was especially
wrong at the start of the melt-out season in the late winter stage or early spring stage.
During this time of the year, the algorithm still detected high webcam fSCA values
(fSCA ~1) compared to the then already decreasing JIM_OSHD fSCA or decreasing
values with the other algorithms.
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TABLE 4.3: Pearson’s correlation coefficients for webcam fSCA and

JIM_OSHD fSCA-data, rounded to two decimals. The correlation coef-

ficients are calculated for all algorithms, investigated tiles and winter

seasons 2015/2016 to 2019/2020. The sample size n of each algorithm is

given in parentheses. The sample size of the JIM_OSHD model is n =

1523. Significant correlation coefficients with p-value < 0.05 are marked
in bold.

Tile 2015/2016 2016/2017 2017/2018 2018/2019 2019/2020

Salvatori (2011) | p6  0.25 0.25 0.17 0.1214 0.02
(n =352) p7  0.99 0.99 0.98 0.64 0.66
pll 071 0.86 0.95 0.64 0.77
pl2 0.67 0.75 0.88 0.80 0.89
pl3 033 0.41 0.50 0.30 0.36
Haerer (2013) | p6  -0.04 -0.34 0.46 037 0.39
(n =115) p7 096 0.57 0.55 0.83 0.30
pll 050 0.63 0.08 0.60 027
pl2 085 0.74 0.67 0.91 0.60
pl3 029 0.75 0.81 0.75 0.28
Haerer (2016) | p6  0.03 -0.37 0.33 -0.40 0.03
(n =136) p7  ~0 ~0 ~0 ~0 ~0
pll  ~0 ~0 ~0 ~0 ~0
pl2 ~0 ~0 ~0 ~0 ~0
pl3 ~0 ~0 ~0 ~0 ~0

We also performed a Pearson’s correlation analysis between the three webcam algo-
rithms and the JIM_OSHD model. A correlation coefficient with value +1 indicates the
highest positive correlation, -1 the lowest negative correlation, and 0 indicates no corre-
lation (Kazmier, 2003). Table 4.3 reports the Pearson’s correlation coefficients between
webcam fSCA and JIM_OSHD fSCA-data in all assessed winter seasons. Statistically
significant correlation coefficients have a p-value < 0.05 and are marked in bold. The
correlation coefficients were rounded to two decimals for better readability.

The correlation analysis revealed that the highest and most consistent correlation
coefficients were achieved between the JIM_OSHD model and the algorithm of Sal-
vatori et al. (2011). Also, with p-values lower than 0.05 for almost all tiles and years,
their coefficients were statistically significant. Only in winter season 2018/2019 the
correlation coefficients between the JIM_OSHD model and the PCA algorithm of Harer
et al. (2013) showed higher values for some tiles. Still, these values were less significant
compared to the correlation coefficients of the JIM_OSHD model and the webcam fSCA
retrieved by the algorithm of Salvatori et al. (2011).

Overall, the highest correlation coefficient (0.9889) of all tiles and winter seasons was
achieved during winter season 2016/2017 in tile p7 for the JIM_OSHD model and the
algorithm of Salvatori et al. (2011). The lowest correlation values with values of nearly
zero (~0) were found for the correlation between the JIM_OSHD model and the fSCA-
data calculated with the algorithm of Hérer et al. (2016). It is likely that the number
of correctly classified images (Table 4.1) is related to the correlation results. Hence,
while the JIM_OSHD fSCA had an unchanged sample size of n = 1523, the sample
size of the webcam algorithms differed. For the algorithm of Salvatori et al. (2011)
there was a sample size of n = 352. Smaller sample sizes result in lower correlation
coefficients (Bujang et al., 2016). Thus, the small sample size of Hérer et al. (2013) (n
= 115) and Harer et al. (2016) (n=136), in combination with the large sample size of
the JIM_OSHD model, contributed to their lower and less significant correlation coeffi-
cients. Although the sample size of Hérer et al. (2016) was larger than the sample size
of Hérer et al. (2013), the correlation values of Harer et al. (2016) with the JIM_OSHD
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were much lower. This may be due to the fact that fSCA-data retrieved by Hérer et al.
(2016) remained almost constant (~1) throughout the entire winter season (Figure 4.3),
whereas fSCA-data obtained by Hérer et al. (2013) detected reasonable variation over
time, resulting in higher correlation coefficients.

To sum up, the correlation coefficients between the JIM_OSHD model and the
algorithm of Salvatori et al. (2011) were most significant. Thus, for comparison and val-
idation analyses between the JIM_OSHD model and webcam fSCA-data, the algorithm
of Salvatori et al. (2011) is considered to be the most appropriate.

4.2.2 Elevation Dependence

In early winter, snow accumulation first starts at higher elevation and later propagates
to lower elevation. The opposite happens during spring, when the snow cover first
starts melting at lower elevation, before the fSCA also starts to decrease at higher eleva-
tion (Griinewald et al., 2014). Figure 4.4 illustrates this characteristic, showing webcam
(points) and JIM_OSHD (lines) retrieved fSCA for all tiles in different elevations in
winter season 2016/2017 at the Dorfberg site. The elevation dependence of fSCA-data
for winter seasons 2015/2016, 2018/2019 and 2019/2020 are shown in the Appendix
in Figures A.7, A.8, A.9 and A.10. Li et al. (2019) defined the melt-out date as the day
when the pixels were no longer covered by snow, i.e. fSCA = 0. In this study we defined
the melt-out date as a day after 1st of March, when fSCA < 0.1, because snow patches
caused by terrain irregularities or shading, might have remained even though fSCA
was close to zero.

FIGURE 4.4: Comparison between data of webcam fSCA (points) and

JIM_OSHD fSCA (solid lines) for winter season 2016/2017 coloured

according to their altitude. A melt-out date is defined if fSCA < 0.1 is

met and marked with a circle for webcam fSCA-data and a square for
JIM_OSHD {SCA-data.
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Figure 4.4 shows that the JIM_OSHD model recorded a first snowfall event in October
2016, when no valid webcam fSCA-data was available. Then, in early November 2016
a second snowfall event occurred, causing a rapid increase of fSCA for all elevation
ranges, observed in both the webcam and the JIM_OSHD fSCA-data. Then, in Decem-
ber 2016 fSCA decreased to around 0.1 to 0.4 again at lower elevations (p12 and p13),
while fSCA at higher elevations (p6, p7, and p11) remained constant between 0.75 and
0.95. The decrease was more pronounced for webcam fSCA as it temporarily reached
zero. In contrast, JIM_OSHD fSCA fluctuated around 0.3 to 0.7 during that period.

In early January 2017, snow accumulated again, and has led to a strong relative in-
crease in fSCA at lower elevations, and a less pronounced increase at higher elevations,
as the ground there was already partly covered with snow. This pattern is similar for
both fSCA retrieval methods. During peak winter (January to March) webcam and
JIM_OSHD fSCA reached their maximal values and did not vary much. This is because
fSCA stays unaltered once the surface (except trees, buildings, avalanche barriers) is
snow-covered, even though SWE or HS may increase due to snowfall. Comparing
Figure 4.4 to the other seasons displayed in the Appendix (Figures A.7, A.8, A.9 and
A.10) we see that the length of peak winter varied from one season to the other and
was also elevation dependent. For instance, the duration of peak winter for 2017/2018
(Figure A.8) was more pronounced compared to the winter season 2016/2017.

In spring, the beginning of the elevation dependent melt-out season, i.e. when fSCA

starts to decrease, can be shown. First, fSCA started to decrease at lower elevation (p12
and p13), soon followed by a decrease in fSCA at higher elevation (p7, p11 and p6).
Focusing on fSCA at lower elevation, the offset in fSCA between webcam retrieved
fSCA and JIM_OSHD fSCA was substantial. We see the beginning of the melting season
was first recorded in the webcam retrieved fSCA, prior to the JIM_OSHD fSCA. A
similar pattern can be observed at higher elevation, where the temporal offsets between
the webcam fSCA and JIM_OSHD fSCA-data were smaller however. Hence, depending
on the elevation, there was a time lag between JIM_OSHD fSCA-data and webcam
fSCA-data that was most pronounced for early and late winter.
Later, during the melting season, where fSCA has already decreased, fSCA increased
again due to a snowfall in April. Between mid-April and early May, fSCA at lower
elevation (p12 and p13) showed high variability over time. Similarly, at higher elevation
(p7, p11 and p6), the beginning of the melting season was interrupted by this snowfall
event in April. However, fSCA remained almost at a constant high level until early
May, as the decrease in fSCA has not progressed far enough yet.

Table 4.4 gives an overview of the melt-out dates for the tiles p13 and p6 at lowest
and highest elevation, respectively. Again, a melt-out date is defined by fSCA < 0.1
after 1 March. The complete table for all tiles and winter seasons is shown in the
Appendix (Table A.1). Between March and June 2017 the melt-out dates of webcam
and JIM_OSHD f{SCA took place. First at lower elevation (p12, p13) and later at higher
elevation (p7, p11, p6). We note, that the webcam fSCA-data in general showed earlier
melt-out dates (circles in Figure 4.2.2), up to two months for p13 in year 2015/2016,
compared to JIM_OSHD fSCA melt-out dates (squares in Figure 4.2.2). We want to
point out, that the discrepancies were larger in lower elevations (e.g. p13) compared to
higher elevations (e.g. p6).
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TABLE 4.4: Melt-out date for webcam fSCA (Salvatori et al., 2011) at

tile p13 and p6 and JIM_OSHD fSCA in winter seasons 2015/2016 to

2019/2020. A melt-out date is defined if fSCA < 0.1 is met after 1 March.

In parentheses the values corresponding to the first fSCA value that has
met fSCA < 0.1 are given.

webcam fSCA JIM_OSHD fSCA  webcam fSCA JIM_OSHD fSCA

p13[1558 ma.s.l] pl3[1558 ma.s.l] p6[2469masl] p6[2469 ma.s.l]
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4.2.3 Comparison between JIM_OSHD HS and UAV HS

Figure 4.5 illustrates the results of the comparison between JIM_OSHD HS and the
HS-data from the UAV flight in the Dischma area. The results are sorted by the mean
altitude of the corresponding JIM_OSHD tile. Both data sets were obtained for 7 April
2018 with snow heights between 1 m and 2 m. The blue points refer to the HS values
of the JIM_OSHD model, the purple crosses show the mean UAV HS-data over the
area of the corresponding OSHD tile (p1, p2, p3, p7 and p8, Table 2.3). The vertical
purple and orange bars indicate one, respectively two standard deviations of the UAV
HS values. On the x-axis the altitude at the central point of the tile is shown, with the
corresponding tile in parentheses.

With snow heights between 0.9 m and 1.9 m UAV HS showed noticeably lower
values compared to the HS calculated by the JIM_OSHD model with values between
1.3 m and 2 m. The rather high standard deviation of UAV HS indicated, that the UAV
HS with its spatial resolution of 0.3 m had substantial variations within the considered
tiles of 1km?. Only at p3 and p8 the JIM_OSHD HS-data lies within 1¢ of the UAV HS.
The differences between UAV HS and JIM_OSHD HS were most pronounced for tile p1
with a value of 0.95 m. Similarly, tiles p2 and p7 display a difference of about 0.87 m.
On the other hand, the discrepancy between UAV HS and JIM_OSHD HS equalled only
0.02 m for tile p3 and 0.08 m for tile p8. No UAV HS-data was obtained at elevation
zones 2100 m a.s.l. and 2200 m a.s.1., as the UAV covered only a restricted area in the
Dischma valley.
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UAV HS and JIM_OSHD HS for Five Tiles
Including Standard Deviations
Dischma Area, 7 April 2018
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FIGURE 4.5: ]IM_OSHD HS-data (blue points) and UAV HS-data (purple

crosses) of the Dischma area with their standard deviations for five tiles

of the JIM_OSHD model, sorted by their altitudes. The purple whiskers

indicate one standard deviation (10) and the orange whiskers show two

standard deviations (20) of the UAV HS. Both HS-data sources refer to 7
April 2018.

4.3 Link between fSCA, SWE and Wet-Snow Avalanches

Linking seasonal dynamics of fSCA and SWE with wet-snow avalanche activity result
in so called snow cover depletion (SCD) curves (Fassnacht et al., 2016; Griinewald et al.,
2014). SCD curves are a widely-used tool for visualizing such links, especially as the
curves can be divided into accumulation and ablation stages. The ablation stages can
give more information about the winter seasons, i.e. HS and SWE at the peak of winter
and melt rates.

In Figures 4.6 and 4.7 we show SCD curves for winter seasons 2016/2017 and
2017/2018, each starting in October and ending in early July. Each data point is
coloured corresponding to a day of the year. Additionally, some data points were
marked with a red triangle, to indicate a day of avalanching (DOA). According to the
avalanche data for the Dorfberg site, the elevation zone in which almost all wet-snow
avalanches released was at about 2100 m a.s.l.. With a mean altitude of 2176 m a.s.l. tile
p11 best represents this elevation. Thus, most of the previous and subsequent analyses
were done with this tile. Note that the amount of SWE differed from one season to the
other: While SWE reached its maximum value of about 420 mm in the winter season of
2016/2017, the winter season of 2017/2018 showed SWE values up to 750 mm. Figures
A.11 and A.12 in the Appendix display the SCD curves for all the investigated winter
seasons 2015/2016 to 2019/2020.
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FIGURE 4.6: JIM_OSHD fSCA [0 1] with JIM_OSHD SWE [mm] at tile

p11 for winter seasons 2016/2017 and 2017/2018. Each coloured data

point refers to a day of the year, while the days of avalanches (DOA) are

marked with red triangles. The solid black curves show a linear curve

for 2016/2017, and an exponential curve for 2017/2018 fitted through
the ablation stages of the {fSCA-SWE link.

Figure 4.6 displays JIM_OSHD fSCA on the x-axis and JIM_OSHD SWE on the y-axis for
two winter seasons 2016/2017 and 2017 /2018, including fitted curves for the ablation
stage. For both years, the early season SWE equalled almost zero, while fSCA increased
steadily (accumulation stage). At the point where fSCA reached its maximum value of
about 0.98, SWE started to increase sharply. Some of the wet-snow avalanche events
were triggered during the pronounced increase in SWE. Another cluster of wet-snow
avalanches occurred at the maximum values of both fSCA and SWE. At this point the
wet-snow avalanches released over several consecutive days. After this point in time,
no more avalanches were recorded. Then, fSCA and SWE started to decrease (ablation
stage) until they reached their initial point of zero again. As the ablation stages vary
from year to year, functions (black solid curves) were fitted through the data. Our
qualitative analyses revealed that either linear functions or exponential functions fitted
best. For the winter season 2016/2017, after reaching a maximum SWE of 384.75 mm, a
linear polynomial curve, f(x) = a x x + b, with a = 329.4 and b = —5.57 was fitted to
the data. On the other hand, for winter season 2017/2018, after reaching a maximum



4.3. Link between fSCA, SWE and Wet-Snow Avalanches 43

SWE of 749.58 mm, an exponential function, f(x) = a x exp?**, with a = 11.25 and
b = 4.09 was fitted to the data.

Furthermore, there were characteristic patterns between fSCA and SWE: Mid of
April 2017, shortly after the beginning of the melting season, i.e. when fSCA and
SWE already start to decrease, SWE suddenly increases again, indicating that mass,
originated either from rain or snowfall, is added (Figure 4.6 top). This was also revealed
in Figure 4.2.2, where fSCA at higher elevation remained unaltered during that time,
even though a snowfall event occurred. Then, fSCA increases too for a few days, before
both SWE and fSCA follow their almost linear decreasing path again. It is interesting,
that two avalanches released during this pronounced increase of SWE and almost
constant fSCA. This behaviour could indicate a relation between wet-snow avalanche
activity and high fSCA and SWE.

FIGURE 4.7: Webcam fSCA [0 1] with JIM_OSHD SWE [mm)] at tile
p11 for winter seasons 2016/2017 and 2017/2018. The webcam fSCA
is calculated with the blue band algorithm of Salvatori et al. (2011).
Each coloured data point refers to a day of the year, while the days of
avalanches (DOA) are marked with red triangles.
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In Figure 4.7 JIM_OSHD SWE and avalanche data of the Dorfberg site for the two
winter seasons 2016/2017 and 2017/2018 together with webcam fSCA-data (algorithm
of Salvatori et al. (2011)) from the Dorfberg are shown. At first glance, it was difficult
to identify a typical SCD curve for winter season 2016/2017, as the webcam fSCA-data
was rather scattered. In contrast, the winter season 2017/2018 revealed a characteristic
SCD curve pattern of the webcam fSCA-SWE relation. Still, most wet-snow avalanches
occurred after fSCA and SWE have reached their maximum value. However, the days
of avalanches were less clustered at maximum webcam fSCA and JIM_OSHD SWE
compared to the JIM_OSHD fSCA and SWE relationship shown in Figure 4.6.

4.3.1 Modelling the Onset of Wet-Snow Avalanche Activity Cycles

For the Dorfberg site we established a simple model with the aim to detect and model
the Onset of Wet-Snow Avalanche Activity Cycles (OWSAAC) with data from the
JIM_OSHD model. For the evaluation we calculated confusion matrices and considered
the following quality metrics: false alarm ratio (FAR), probability of detection (POD),
probability of false detection (POFD), Accuracy (Acc), and Hanssen Kuipers Score (HK).

TABLE 4.5: Combinations of ranges.; and ranges,. with best quality

metrics and score for the Dorfberg site. The metrics and score include

False Alarm Ratio (FAR), Probability of Detection (POD), Probability

Of False Detection (POFD), Hanssen Kuipers Score (HK) and Accuracy

(Acc). In total the simulation model was run with 9211 combinations for
rangeseq and rangesye.

rangese; rangesye FAR POD POFD_rate HK acc

0.0006  0.0250 0.6250 0.6522 0.0167 0.6355 0.9783
0.0006  0.0260 0.6250 0.6522 0.0167 0.6355 0.9783
0.0006  0.0270 0.6250 0.6522 0.0167 0.6355 0.9783
0.0006  0.0280 0.6000 0.6400 0.0160 0.6240 0.9783
0.0006  0.0290 0.6000 0.6400 0.0160 0.6240 0.9783

Out of the 9211 possible ranges.,-rangesye combinations, all aiming to capture the
OWSAAC, we identified five range combinations that performed best. These ranges,-
rangesy, combinations are depicted in the first two rows in Table 4.5. For a better
illustration of these results, let us imagine a bounding box drawn around the maxi-
mum values of fSCA and SWE-data for ranges., = 0.0006 and ranges,. = 0.028. The
rangesc, and ranges,. can be understood as width (x-axis) and height (y-axis) of the
bounding box (see Figure 3.7 for illustration). For that combination, the bounding box
included all data points with normalized fSCA values higher than 1 - 0.0006 = 0.9994
and normalized SWE values higher than 1 - 0.028 = 0.972. This was done in every year
separately. Thus, all the data points located within this bounding box were modelled as
an OWSAAC;;,. Then, we compared the obtained OWSAAC;;,,, with the OWSAAC,
by generating confusion matrices and calculating quality metrics for each of the 9211
combinations. For ranges., = 0.0006 and ranges,. = 0.025 to 0.029 we received best qual-
ity metrics. Furthermore, the Receiver Operating Characteristic (ROC) curve identified
this combination as the most appropriate one, with an Area Under Curve (AUC) of
0.8178. The ROC curve with all simulation combinations is shown in the Appendix
(Figure A.13). For the five best combinations, we received identical accuracies )0.9783),
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while the other metrics vary slightly. We obtained a fair POD (0.6522), a low POFD
(0.0167), and a Hanssen Kuipers score of 0.6355 for the ranges., = 0.0006, combined
with the ranges,. = 0.025 to 0.027. Compared to the combinations 0.0006 (rangesc,),
and 0.028 to 0.029 (rangesy.), POD (0.64) and HK (0.624) were lower. However, these
combinations displayed a slightly higher POFD rate (0.0167).

FIGURE 4.8: Simulation run with rangesc, = 0.0006 and rangesye = 0.028

for tile p11 at the Dorfberg site. The coloured data points correspond to

the normalized fSCA and SWE values obtained for every day within the

investigated winter seasons 2015/2016 to 2019/2020. The blue triangles

mark the true onset of wet-snow avalanche activity cycle OWSAACe,

and the red squares refer to the modelled onset of wet-snow avalanche
activity cycle OWSAAC;;,,.

Figure 4.8 applies the range combinations with ranges, = 0.0006 and rangesy. = 0.028 on
the past winter seasons. The coloured data points correspond to the normalized fSCA
and SWE values, obtained for every day within the investigated winter seasons. The
blue triangles mark the true onset of wet-snow avalanche activity cycle OWSAAC,,
and the red squares shows the modelled onset of wet-snow avalanche activity cycle
OWSAAC,;,,. For winter seasons 2017/2018 to 2019/2020 the modelled OWSAAC
coincided well with the true OWSAAC. This was not the case for winter seasons
2015/2016 and 2016/2017. During these years the conditions set in Section 3.5 for
defining the OWSAAC;;,,, were not met by both the normalized fSCA values and SWE
values. Thus, there were no dates where the values for the fSCA condition and SWE
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condition have intersected and thereby, according to our definition, the model could
not detect an OWSAAC;,,.

FIGURE 4.9: OWSAACy, (blue triangles) and OWSAAC;, (red

squares) shown for winter seasons 2015/2016 to 2019/2020 at the Dorf-

berg site. OWSAAC;;,, was calculated with ranges;; = 0.0006 and

rangesye = 0.028. The insertions show the zoomed-in OWSAACs for
every winter season.

In more detail the true and modelled OWSAAC over the investigated winter seasons
2015/2016 to 2019/2020 are shown in Figure 4.9. Again, OWSAAC;,,, are marked as
blue triangles and OWSAAC;;,, as red squares. The insertions show the zoomed-in
OWSAAC period for every season. The duration of these periods varied from one year
to another, with lengths between five and fourteen consecutive days.

Our model failed to detect the OWSAAC in winter seasons 2015/2016 and 2016/2017,
but successfully detected the OWSAAC in winter seasons 2017/2018 to 2019/2020.
Focusing on the insertions, we see that OWSAACs;,, correctly identified the first day
of the true avalanche cycle for winter seasons 2018/2019 and 2019/2020. Also, in the
winter season of 2017/2018 the OWS A AC;;,, was detected, even though the model dis-
played the OWSAAC;;,, three days earlier than in reality. Nonetheless, for operational
use, a premature detection of avalanche cycles is more valuable, than a belated one.

TABLE 4.6: Simple model run with ranges,;, = 0.0006 and rangesy, =

0.028 that performed best (i.e. the highest POD, HK and Accuracy, and

lowest POFD) for the Dorfberg site, applied on the webcam fSCA-data
of tile p11.

Tile ranges; rangeswe FAR POD POFD HK Acc
pll 0.0006 0.028 0.9545 0.5 0.06 044 0.9375
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To test the best combinations of ranges,, and rangesy, trained for the JIM_OSHD param-
eters at the Dorfberg site, we ran the simple model with ranges., = 0.0006 and rangesy.
= 0.028 for the webcam fSCA at the same site. Table 4.6 displays the evaluation of the
simple model performance, when working with the same ranges but with the webcam
fSCA-data instead of the JIM_OSHD fSCA-data. POD (0.5) was not better than chance,
also the HK score (0.44) was low. However, POFD (0.06) indicated that the model was
rather conservative, as it rather underestimated than overestimated the OWSAAC.

TABLE 4.7: Best combination of ranges., = 0.0006 and ranges,, = 0.028
trained for the Dorfberg and applied on all 36 tiles of the Dischma
area. Eight tiles for which the combination achieved the highest quality
metrics are shown. The metrics and score include the False Alarm Ratio
(FAR), Probability of Detection (POD), Probability Of False Detection
(POFD), Hanssen Kuipers Score (HK) and Accuracy (Acc).

Tile ranges, rangeswe FAR POD POFD HK Acc

p20 0.0006  0.028 0.9565 0.6667 0.0485 0.6182 0.9501
pl2 0.0006  0.028 0.9565 0.6000 0.0470 0.5530 0.9501
p5 0.0006  0.028 0.9565 0.5000 0.0486 0.4514 0.9484
pl4 0.0006  0.028 0.9565 0.5000 0.0501 0.4499 0.9484
pl8 0.0006  0.028 0.9565 0.4000 0.0487 0.3513 0.9468
p26 0.0006  0.028 0.9565 0.4000 0.0487 0.3513 0.9468
pl0 0.0006  0.028 09565 0.3750 0.0472 0.3278 0.9451
p33 0.0006  0.028 0.9565 0.3750 0.0472 0.3278 0.9451

Additionally, we applied the simple model with ranges., = 0.0006 and ranges,. = 0.028
to the JIM_OSHD-data from the Dischma area to investigate model performance in
another area, where altitude, topography, and aspect of the slopes are different. Table
4.7 depicts the model performance at the Dischma area for the eight tiles with the
highest quality metrics. Overall, the quality metrics revealed high accuracies and
moderate POD. However, the POFD and HK showed that the simple model performed
rather poor at the Dischma area. Also, the FAR (0.9565) indicated the limited reliability
when applying the simple model to other areas. The best quality metrics were achieved
for tile p20, with 0.6667 (POD), 0.0485 (POFD), 0.6182 (HK). This means out of all 36
investigated tiles in the Dischma area, OWSAACs;,, matched best with OWSAAC,
in tile p20.
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Chapter 5

Discussion

This Chapter is structured within the framework of the three main research objectives:
First, we discuss webcam fSCA retrieval and the performance of the applied snow
classification algorithms of Salvatori et al. (2011), Hérer et al. (2013) and Haérer et al.
(2016). Then, we examine the comparison and correlation analysis between webcam
fSCA and JIM_OSHD fSCA, and UAV HS and JIM_OSHD HS. Last, we address the link
between fSCA, SWE and wet-snow avalanche activity and discuss the performance and
limitations of the established simple model to detect the onset of wet-snow avalanche
activity cycles.

5.1 Snow Cover Classification of Webcam Images

According to our validation analysis and the evaluated quality metrics (Table 4.2) the
algorithm of Salvatori et al. (2011) performed best and thus is considered to be the most
reliable algorithm for the Dorfberg site. Still, we identified misclassification problems
similar to other studies (Dizerens, 2015; Fedorov et al., 2015; Harer et al., 2013, 2016;
Portenier et al., 2019; Salvatori et al., 2011; Salzano et al., 2019). Misclassifications oc-
curred predominately during poor weather conditions causing cloudy and foggy scenes
with low illumination. Additionally, the webcam algorithms faced some problems
when detecting shaded snow near buildings, infrastructure or close to irregularities
in terrain (rock, trees, shrubs) (Figure 4.1). Similar to the findings of Portenier et al.
(2019), we observed that this resulted in an underestimation of f{SCA when applying
the algorithm of Salvatori et al. (2011). Furthermore, likewise to Portenier et al. (2019)
we demonstrated that the PCA algorithm of Hérer et al. (2013) performed well, too.
However, for the algorithm of Hérer et al. (2013) many misclassifications towards the
margin of the FOV have led to a reduced sample size of correctly classified webcam
images (Table 4.1). Forested areas at the left and right margin of the FOV might have
caused less distinct PC analyses. Similar to Dizerens (2015) we observed that the PCA
algorithms had difficulties to detect fSCA in areas further afar from the webcam instal-
lation.

Nevertheless, the offset was smaller between the absolute fSCA values retrieved by
PCA algorithm and the JIM_OSHD fSCA, compared to the offset between the fSCA re-
trieved by the algorithm of Salvatori et al. (2011) and JIM_OSHD fSCA. In contrast, the
PCA algorithm with rock thresholding (Harer et al., 2016) performed rather poor for the
Dorfberg site. This is inconsistent with Hérer et al. (2016), who tested their algorithm
at the Schneefernerkopf near Zugspitzplatt catchment in Austria. At this site the PCA
algorithm with rock thresholding was able to separate sunny and shaded snow from
other surfaces with a similarly high accuracy as the blue band algorithm of Salvatori
etal. (2011). A reason for the poor performance might be, that the topography and land
surfaces at the testing site of Harer et al. (2016) was very different from the Dorfberg
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site. With a maximum altitude of 2875 m a.s.1., the Schneefernerkopf is abounded with
rocks without any vegetation present. The Dorfberg site on the other hand includes
altitudes between 1558 m a.s.l. to 2469 m a.s.l., with some partly forested areas. The
poor performance of the rock thresholding algorithm emerged also in the correlation
analysis. Since we had to disregard many misclassified images retrieved with the
algorithms of Harer et al. (2013, 2016) resulting in data gaps, we suggest enhancing the
image quality and the classification routine by further image pre-processing strategies.

51.1 Summary

We demonstrated that the technique of image composites as a part of image pre-
processing strategies was a simple and easy-to-handle technique to avoid misclassifica-
tions. We argued that having one image per day composited of eight images, could
result in positive impacts on the snow classification performance, since fog, cloud,
and illumination issues were minimized (Figure 3.4 and 3.5). However, shadowed
snow caused by the presence of buildings, infrastructure, and irregularities in terrain,
were likely to remain and resulted in less correctly snow classified pixels (Figure 4.1.
Thus, additional image processing techniques would further increase the correct snow
classification rate. There are various such approaches which are either applied prior to
the classification process or as a part of the classification process itself.

Along with image composites, other pre-classification approaches, for instance image
editing processes, exist. These include the application of different colour spaces (e.g.
YUV) (Dizerens, 2015), or adjustments of the brightness or tone in image editing pro-
grams (Kepski et al., 2017). Future work will be needed in order to find the couplings
between image improvement methods and image composites, which yield optimal
classification results.

During the image classification process other snow classification algorithms could be
implemented and tested in future research. Promising methods include NDSI indexing
(Dozier, 1989; Hall et al., 2001) or machine learning algorithms that are trained for im-
age classification (Das, 2017). Moreover, other supervised methods, and unsupervised
classification methods (Kepski et al., 2017), e.g. the spectral similarity algorithm of
Salzano et al. (2019), could be used.

Regardless of the chosen algorithm, we suggest to review and remove the misclassified
images originating from low illuminated composited images, images with cloud or
fog covering the scenery, or images where snow cover was falsely classified. Although
this is a time-consuming task, disregarding images in our opinion is the most reliable
technique to assure reliable webcam fSCA-data retrieval. Furthermore, algorithm per-
formance is very likely site specific, thus applying only a single algorithm for a large
investigated area may result in poor webcam fSCA retrieval. In our future work we
will apply the algorithm of Salzano et al. (2019) at the Dorfberg site and other areas and
compare the resulting webcam fSCA-data with the other three algorithms. Therefore,
we state that working with different approaches and algorithms may be crucial for
retrieving an optimal snow classified optical webcam image.
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5.2 Comparison between JIM_OSHD Model and Snow Pa-
rameters

By comparing and validating JIM_OSHD modelled fSCA and HS data with webcam
fSCA and UAV HS-data, we address our second research objective. Overall, the
JIM_OSHD model had the tendency to model higher fSCA and HS values, compared
to webcam fSCA and UAV HS. First, we focus on the comparison with UAV HS.

We consider the UAV HS-data to represent approximately the ground truth, as
the data was very accurate with its high spatial resolution of 0.3 m (Eberhard et al.,
2020). Hence, the JIM_OSHD model rather overestimated HS (Figure 4.2.3). For
several tiles, the offset between UAV HS and JIM_OSHD HS was substantial, moreover,
the JIM_OSHD HS values lay outside one standard deviation of the UAV HS. These
differences might decrease if more data of different UAV flights over larger investigated
areas were available. This would allow the HS-data to be compared at different points
in time and over a larger area, which could give a better picture of the JIM_OSHD
model performance. But since UAV flights are expensive in time and cost, data of
only few days were available from which just one in April 2017 was used in this study
(Eberhard et al., 2020). Furthermore, the UAV covered only a restricted area, due to
technical and legal limitations (Eberhard et al., 2020). As the data were recorded in
spring, when the radiation is already increasing, HS can vary according to the exposure
of the hill slopes. Therefore, further investigations and comparisons with UAV data at
different days during the winter season and for different elevation zones could provide
an added value to the further development and validation of the HS parameter in the
JIM_OSHD model.

For the following the webcam fSCA is considered to represent approximately the
ground truth fSCA, even though this technique had also limitations (Section 5.1.1).
When comparing JIM_OSHD fSCA-data with webcam fSCA-data, an offset between the
fSCA values was visible (Figure 4.3). JIM_OSHD fSCA displayed higher values than
webcam fSCA during almost all the seasons and tiles and thus rather overestimated
fSCA. Even though the offsets were highest for webcam fSCA calculated with the algo-
rithm of Salvatori et al. (2011), our correlation analyses showed highest and statistically
significant correlation values for the blue band algorithm of Salvatori et al. (2011) as
there were the least data gaps caused by pixel misclassifications. We demonstrated
that this offset was especially pronounced for lower elevation zones of the FOV (p12,
p13), and during the beginning and end of the season (Figure 4.4). At lower elevation,
the webcam technique has partly underestimated snow cover, as trees have created
shadows an thus the snow-covered pixels were not correctly classified as snow-covered.
Still, we argued, that during the beginning and end of season the JIM_OSHD model
overestimated fSCA-data and thus, also the melt-out dates lagged in time (Table 4.4).
Additionally, the different spatial resolutions may have had an impact on the offset,
too: With its coarse resolution of 1km? the JIM_OSHD model seemed to be less suitable
for detecting dynamics of snow parameters in a high spatial resolution. On the other
hand, if the webcam snow classification succeeded, it was able to detect {SCA even at
small spatial scale but with more missing data. Hence, it was a challenge to validate the
JIM_OSHD model with the webcam fSCA cut to the tiles, as their spatial coverage of
the investigated area were not the same. Furthermore, we have to keep in mind that the
webcam technique is also only an approximation to ground truth f{SCA-data. Thus, we
suggest that for validating JIM_OSHD fSCA-data with webcam fSCA-data, the location
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and FOV of the webcam should be well-chosen in order to assure maximum coverage
of the investigated area.

Missing webcam data was an issue, especially when JIM_OSHD fSCA was corre-
lated with webcam fSCA (Table 4.3). For the images classified with the algorithms of
Harer et al. (2013, 2016), we had to disregard many images, leading to small sample
sizes. According to Bujang et al. (2016) a small sample size results in lower correlation
coefficients. Moreover, regarding the correlation coefficients, the rock thresholding
algorithm of Harer et al. (2016) performed even worse than the PCA algorithm of Héarer
et al. (2013), as their webcam fSCA values were unreasonable high and remained unal-
tered over time (Figure 4.3). In addition to the small sample size of Hérer et al. (2016),
misclassifications in forested areas probably also had an influence on the correlation
coefficients. We noticed that at tile p6, where no vegetation is present, the algorithm of
Harer et al. (2016) performed better (Figure A.2). On the other hand, for tile p12, where
33% of the area is forested, the algorithm of Harer et al. (2016) differed noticeably from
the other algorithms, as it failed to detect seasonal patterns in fSCA. For this tile p12,
fSCA is 1 almost always, without any variation in time (Figure A.5). The correlation
coefficients (Table 4.3) also showed this tendency: Although still low, p6 showed higher
correlation coefficients between webcam fSCA of Harer et al. (2016) and JIM_OSHD
fSCA, while the other correlation coefficients for tile p7, p11, p12 and p13 showed
values close to zero.

Summary

Overall, we showed that webcam fSCA and UAV HS were a valid tool for comparing
and validating snow parameters of the JIM_OSHD and both can be considered as
ground truth. We argued that webcam fSCA-data better depicted short-term events,
e.g. snowfalls and melt-out dates, due to their high spatial resolution. However, the
JIM_OSHD fSCA show these events as well, but less precise and with some delay,
especially for lower elevations. Our analysis showed, that the f{SCA values over the
winter seasons showed similar courses, regardless whether the fSCA-data was retrieved
by the webcam approach with the algorithm of Salvatori et al. (2011) or the JIM_OSHD
model. Concerning the other algorithms (Harer et al., 2013, 2016), forested areas may be
a reason why the PCA algorithms performed less well at the Dorfberg site, resulting in
large data gaps. Thus, for the Dorfberg site we suggest applying the snow classification
algorithm of Salvatori et al. (2011), as it performed best for every tile at every elevation
zone with any kind of land surface type, both forested or rocky. Moreover, we had to
disregard the fewest number of images, giving us a nearly continuous fSCA data set.
However, shaded snow caused a substantial offset in fSCA, which has to be taken into
account when interpreting and working with the data. Also, it is likely that for other
sites, bare of vegetation, the PCA algorithms of Hérer et al. (2013, 2016) may perform
just as good as the algorithm of Salvatori et al. (2011) and thus be a reasonable choice.
We claimed that UAV HS-data and webcam fSCA-data were valid parameters to
validate the snow cover model JIM_OSHD with. Nevertheless, for a comprehensive
validation and in order to reduce uncertainty of the parameters fSCA, SWE and HS of
the JIM_OSHD model, it would be crucial to validate the model with additional data
sources. For instance, with in-situ measurements (Eberhard et al., 2020; Johnson et al.,
2011; Morin et al., 2012) or non-invasive remote sensing techniques, i.e. TLS, radar or
satellite imagery (Dietz et al., 2012; Griinewald et al., 2015; Helbig et al., 2017; Hiisler
et al., 2012; Machguth et al., 2006).
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We argued that for the investigation of larger areas (>1km?) the JIM_OSHD modelled
fSCA-data should be preferred. Also, when investigating seasonally changing patterns
over several years, JIM_OSHD fSCA may be the better and more reliable choice for data
retrieval, as it has fewer data gaps. When it comes to the investigation of short-term
events at specific slopes with areas < 1km?, we claimed that webcam fSCA was a more
powerful alternative and may complement snow cover models. Nonetheless, we have
to keep in mind, that filtering webcam fSCA-data was time-consuming and resulted
in large data gaps, which appeared to be inappropriate for investigating seasonal
changing patterns.

5.3 Link between fSCA, SWE and Wet-Snow Avalanches

The third research objective addressed the link between fSCA and SWE of the
JIM_OSHD model and wet-snow avalanche activity. First, we established a link be-
tween fSCA, SWE and the days of avalanches (DOA) (Section 4.3), and second, we
developed a simple model with the aim to determine the onset of wet-snow avalanche
activity (Section 4.3.1). For this we required data at daily resolution. From the preceding
analyses we concluded that the JIM_OSHD model fulfilled these requirements better,
thus we decided to work with JIM_OSHD modelled parameters instead of webcam
fSCA.

The link between fSCA-SWE shown as a SCD curve in Figure 4.6, revealed clear
seasonal changes in snow cover dynamics. Avalanche days (DOA) were often located
at similar points in time, i.e. in the upper right part of the SCD curve, where both {SCA
and SWE were maximal, prior to the linear or exponential decrease (ablation stage)
of SWE. These variations within the SCD curve implied the existence of a hysteresis
curve, which is defined as a curve that starts and ends at the same point, whereas the
path in between is not identical (Fassnacht et al., 2016; Luce et al., 1999; Magand et al.,
2014). Furthermore, we revealed that the ablation stage either came along with a linear
and thus faster decrease in fSCA, or an exponential and thus slower decrease in fSCA.
Relating this observation with the findings of Rango et al., 1982, where they showed
that a fast decrease in fSCA reflected either a shallow snow cover or high melt rates,
whereas a slow decrease in fSCA resulted either from a deep snow cover or slow melt
rates, inferences about the winter seasons can be drawn, by only analysing SCD curves
with two parameters. Thus, we argue that a linear decrease could be an indicator for a
season below average snow depth (2016/2017), while an exponential curve shape of
the ablation stage could be characteristic for a winter with average or above average
snow depth (2017/2018).

For the detection of the OWSAAC the Hanssen Kuipers score (0.635) and the ac-
curacy (0.97) were rather high (Table 4.5). However, this might be misleading as for
the accuracy the events (onset) and non-events (no onset) are treated equally. Thus,
the accuracy of the simple model has limited explanatory power, since it is dominated
by the high number of correctly detected non-events, compared to the small num-
ber of possible OWSAAC days. With a POD of 65.22%, more than two-thirds of all
OWSAAC,e events during the winter seasons 2015/2016 to 2019/2020 were correctly
detected. Furthermore, the POFD (0.0167) was rather low, showing very few false
detected events. On the contrary, we calculated a high FAR (0.625). Having high POD
values and low POFD values on the expense of high FAR values is a common challenge
that is often faced in avalanche research (Bellaire et al., 2017). We claimed that the FAR
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could be reduced by specifying the dates of the true OWSAAC, or by considering only
winters with average or above average snow depth.

The simple model did not detect an OWSAAC in winter seasons 2015/2016 and
2016/2017. As previously discussed, these winter seasons were very short and below
average snow depth (Zweifel et al., 2017, 2016), which could have been one of the
reasons why the simple model performed less well. Hence, we suggest to further
investigate the JIM_OSHD model with particular focus on fSCA and SWE-data for
below average winters.

The results of the quality metrics have shown that the established simple model
was not better than chance (POD 0.5) when detecting the OWSAAC for the webcam
fSCA-data at the Dorfberg site. The quality metrics indicated poorer results (POD 0.37
to 0.66) for the Dischma area even for the eight best performing tiles when compared to
the Dorfberg site. Thus, the applicability of the simple model to other areas is limited
and comes with high uncertainties. However, the similar aspect in p20 (Dischma) and
p11 (Dorfberg) could have been a reason for the good performance (POD 0.66 and
POFD 0.0167) of the simple model for this tile in the Dischma area. Applying and
evaluating the simple model for other similarly exposed hill slopes could be addressed
in future studies in order to show if there is a relation between aspects and performance
of the model. Furthermore, future work could train the simple model for other slopes
with different aspects where avalanche activity is well documented.

Our simple model was established and trained on the basis of fSCA and SWE-data

from the JIM_OSHD model in order to detect past OWSAAC. Hence, the simple model
underlay a hindcasting technique, as the JIM_OSHD model only provides historic data
(Section 1.2.1). The conditions set for fSCA and SWE-data and best combinations of
rangesc, and ranges,. were identified in order to detect OWSAAC in the past. Thus,
our simple model can be used for hindcasting, i.e. identify past OWSAAC events,
but cannot be used for forecasting, i.e. predict future OWSAAC events. However,
to forecast the OWSAAC we could use lower elevation tiles to predict wet-snow
avalanches at higher elevations: During the melt season in spring, snow cover first to
decrease at lower elevation, before fSCA starts to decrease at higher elevation (Section
4.2.2). Thus, the decreasing fSCA triggers wet-snow avalanches to occur first at lower
elevation before wet-snow avalanches are triggered at higher elevation, evoking an
OWSAAC- cascade from lower to higher elevation. Thus, detecting the OWSAAC for
JIM_OSHD tiles at lower elevation could assist avalanche forecasters to predict the
OWSAAC also at higher elevations.
However, at the Dorfberg site almost all wet-snow avalanches released at the same
elevation zone around 2100 m a.s.l. (Section 4.3). Consequently, the detection of the
aforementioned OWSAAC- cascades were not possible, as all the wet-snow avalanches
released in tile p11. Thus, it would be important to investigate other areas where
wet-snow avalanches release at different elevation zones.

Summary

We have shown that the link between fSCA, SWE and wet-snow avalanches underlay
seasonal patterns within the SCD curve as wet-snow avalanches were likely to occur
when the fSCA and SWE-data reached their maximal values. Furthermore, the ablation
stage can give more information about the state of the snow cover and melt rates and
thus give indications about the winter seasons. Additionally, we presented a simple
model based on JIM_OSHD modelled data and trained for the Dorfberg site, that can
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be considered as a valuable tool for detecting and defining the onset of wet-snow
avalanche activity cycles for past winter seasons. Although, the simple model came
with limitations as it only included fSCA and SWE-data, we suggested applying the
model to sites with an aspect similar to the trained site, in order to find possible links.
Furthermore, adding new parameters, i.e. air temperature or precipitation could refine
the simple model. Such refinements may improve the detection of historic OWSAAC,
and together with identifying OWSAAC- cascades from lower to higher elevation
zones, it could assist avalanche forecasters to predict wet-snow avalanche activity.






57

Chapter 6

Conclusion

In this study we showed the possibilities and limitations of using snow classification
algorithms for webcam images as an alternative approach to retrieve f{SCA-data. We
compared and validated the commonly used JIM_OSHD snow cover model with the
webcam fSCA. For that we utilised three pixel-based snow classification algorithms for
webcam images (Salvatori et al. (2011), Hérer et al. (2013, 2016)) and evaluated their
performance at the Dorfberg site. Furthermore, we analysed two parameters, fSCA and
HS of the JIM_OSHD model and compared these with webcam fSCA and UAV HS-
data. Then, by linking seasonal dynamics of JIM_OSHD fSCA and SWE to wet-snow
avalanche activity, data showed that wet-snow avalanches occurred predominately at
the point where both fSCA and SWE reach their maximal value, just before they start
to decrease. Finally, in order to determine the onset of wet-snow avalanche activity
cycles in the past, we presented a simple model and evaluated its performance also by
applying the best percentile ranges of maximum fSCA and SWE to the Dischma area.

Out of the three snow classification algorithms, Salvatori et al. (2011) performed
best. With high averaged accuracy (0.91), POD (0.87), and POFD (0.08), the algorithm of
Salvatori et al. (2011) was the most reliable for all land surfaces with the least data gaps
over the investigated winter seasons 2015/2016 to 2019/2020. Our qualitative analyses
revealed that the webcam fSCA technique was most reliable during peak winter at
high elevation zones, as there were less illumination issues as well as trees or other
obstacles present causing shadows. Overall, the JIM_OSHD model overestimated fSCA
as there was a substantial offset between JIM_OSHD fSCA and webcam fSCA. This
offset was most pronounced during the beginning and end of season, with the result
that the JIM_OSHD model showed delayed melt-out dates compared to the webcam
retrieved fSCA values. We presented that webcam fSCA-data could be a reasonable
technique to validate snow cover models or could even be an alternative to snow cover
models when analysing seasonal trends where site specific and high spatial resolution
is needed. However, when investigating larger areas and seasonally changing patterns,
the JIM_OSHD model should be preferred as there are no data gaps.

Furthermore, as JIM_OSHD HS lay within two standard deviations of UAV HS-data,
we argued that additional data of different flights covering larger areas would be
required for a comprehensive assessment and improvement of modelled HS.

These findings in fSCA and HS provide a basis for the refinement of the JIM_OSHD
model and could constitute the object of future studies.

The link between JIM_OSHD fSCA, SWE and avalanche activity casted a new light
on the understanding of wet-snow avalanches. Analyses of the snow cover depletion
curves for the Dorfberg site were consistent with the findings from other studies and
demonstrated that the slope and type (linear or exponential fit) of the ablation curve
allowed inferences about the state of the snow cover and melt rates. Furthermore, we
have confirmed our hypothesis that wet-snow avalanches were likely to be triggered
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when both fSCA and SWE have reached their maximal value prior to the ablation stage.
On this basis, we established a simple model, with the aim to simulate the historic
OWSAAC by defining a percentile range of maximum fSCA and SWE where wet-snow
avalanches were likely to occur. By evaluating over 9000 range combinations, the best
quality metrics were obtained for percentile ranges of 0.06% for maximum fSCA and
2.5 t0 2.9% for maximum SWE values. With these percentile range combinations the
OWSAACs were well detected for extensive and winters with average or above average
snow depth (2017/2018 to 2019/2020) and less well for short winters with snow depths
below average. By applying the best range combination to the Dischma area, the simple
model revealed that tiles with similar exposed hill slopes yielded the best performance
results. Still, future research is needed in order to test these initial percentile ranges,
to refine the simple model by including additional parameters for larger investigated
areas and to identify OWSAAC- cascades from lower to higher elevation zones. This
would contribute to a more precise detection of historic OWSAAC and could improve
wet-snow avalanche forecasting.
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Additional Figures and Tables

A.1 Methods

A.1.1 Working Process

FIGURE A.1: Flowchart of the working process of this study. The green
boxes refer to the research questions whereas the blue, purple, yellow
and red boxes refer to the different Sections in Chapter 3.
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A.2 Results
A.21 Comparison between Webcam fSCA and JIM_OSHD fSCA

FIGURE A.2: Comparison of webcam fSCA and JIM_OSHD {SCA-data

for tile p6 in winter seasons 2016/2017 and 2017/2018. Webcam fSCA-

data was calculated with the snow classification algorithms Hérer et

al. (2013, 2016) and Salvatori et al. (2011) and is shown with different

colours (points). The blue solid line represents the JIM_OSHD fSCA-data
for the same tile p6.
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FIGURE A.3: Comparison of webcam fSCA and JIM_OSHD {SCA-data

for tile p7 in winter seasons 2016/2017 and 2017/2018. Webcam fSCA-

data was calculated with the snow classification algorithms Hérer et

al. (2013, 2016) and Salvatori et al. (2011) and is shown with different

colours (points). The blue solid line represents the JIM_OSHD fSCA-data
for the same tile p7.
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FIGURE A.4: Comparison of webcam fSCA and JIM_OSHD {SCA-data

for tile p11 in winter seasons 2016/2017 and 2017 /2018. Webcam fSCA-

data was calculated with the snow classification algorithms Hérer et

al. (2013, 2016) and Salvatori et al. (2011) and is shown with different

colours (points). The blue solid line represents the JIM_OSHD fSCA-data
for the same tile p11.
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FIGURE A.5: Comparison of webcam fSCA and JIM_OSHD {SCA-data

for tile p12 in winter seasons 2016/2017 and 2017 /2018. Webcam fSCA-

data was calculated with the snow classification algorithms Hérer et

al. (2013, 2016) and Salvatori et al. (2011) and is shown with different

colours (points). The blue solid line represents the JIM_OSHD fSCA-data
for the same tile p12.
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FIGURE A.6: Comparison of webcam fSCA and JIM_OSHD {SCA-data

for tile p13 in winter seasons 2016/2017 and 2017 /2018. Webcam fSCA-

data was calculated with the snow classification algorithms Hérer et

al. (2013, 2016) and Salvatori et al. (2011) and is shown with different

colours (points). The blue solid line represents the JIM_OSHD fSCA-data
for the same tile p13.
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A.2.2 Elevation Dependency

FIGURE A.7: Comparison between data of webcam fSCA (points) and

JIM_OSHD fSCA (solid lines) for winter season 2015/2016 coloured

according to their altitude. The melt-out date is defined if fSCA < 0.1 is

met and marked with a circle for webcam fSCA-data and a square for
JIM_OSHD {SCA-data.

FIGURE A.8: Comparison between data of webcam fSCA (points) and

JIM_OSHD fSCA (solid lines) for winter season 2017/2018 coloured

according to their altitude. The melt-out date is defined if fSCA < 0.1 is

met and marked with a circle for webcam fSCA-data and a square for
JIM_OSHD {SCA-data.
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FIGURE A.9: Comparison between data of webcam fSCA (points) and

JIM_OSHD fSCA (solid lines) for winter season 2018/2019 coloured

according to their altitude. The melt-out date is defined if fSCA < 0.1 is

met and marked with a circle for webcam fSCA-data and a square for
JIM_OSHD {SCA-data.

FIGURE A.10: Comparison between data of webcam fSCA (points) and

JIM_OSHD fSCA (solid lines) for winter season 2019/2020 coloured

according to their altitude. The melt-out date is defined if fSCA < 0.1 is

met and marked with a circle for webcam fSCA-data and a square for
JIM_OSHD {SCA-data.
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A.2.3 Melt-Out Dates for Webcam fSCA and JIM_OSHD {fSCA

TABLE A.1: Melt-out dates for webcam fSCA and JIM_OSHD fSCA in
winter seasons 2015/2016 to 2019/2020, starting from the tile with the
lowest altitude (p13) to the tile with the highest altitude (p6). A melt-out
date is defined by fSCA < 0.1 after 1 March. In parentheses the values
corresponding to the first fSCA value that has met fSCA < 0.1 are given.

webcam fSCA JIM_OSHD fSCA webcam fSCA JIM_OSHD fSCA  webcam fSCA JIM_OSHD fSCA  webcam fSCA JIM_OSHD fSCA  webcam fSCA JIM_OSHD fSCA

pl3[1558 masl] pl3[1558masl] pl2[1772masl] pl2[1772masl] p7[2074masl] p7[2074masl] pll[2176masl] pll[2176masl] p6[2469masl] p6[2469 mas.l]

01s/201 0032016 21.05.2016 24.04.2016 05.06.2016 28.05.2016 25.06.2016 27.05.2016 25.06.2016 24.06.2016 25.06.2016
(0.0680) (0.0821) (0.0781) (0.0949) (0.0985) (0.0894) (0.0716) (0.0917) (0.0811) (0.0957)

2016/2017 21.03.2017 06.05.2017 15.04.2017 12.05.2017 19.05.2017 03.06.2017 19.05.2017 03.06.2017 09.06.2017 06.06.2017
(0.0805) (0.898) (0.0279) (0.0831) (0.0930) (0.0955) (0.0271) (0.0928) (0.0686) (0.0943)

a017/p01s 10042018 03.05.2018 05.05.2018 13.052018 26.05.2018 02.06.2018 22.05.2018 01.06.2018 04.06.2018 04.06.2018
(0.0536) (0.0858) (0.0793) (0.0853) (0.0338) (0.0995) (0.0834) (0.0919) (0.0911) (0.0997)

03.04.2019 04.06.2019 02.06.2019 15.06.2019 02.07.2019 02.07.2019 03.07.2019
2018/2019 (0.0757) (0.0886) (0.0470) (0.8840) after 11 June 2019 (0.0979) after 11 June 2019 (0.0852) after 11 June 2019 (0.0986)

26.03.2020 23.04.2020 20.04.2020 08.05.2020 22.05.2020 11.05.2020 20.05.2020 29.05.2020
2019/2020 (0.7570) (0.0883) (0.0914) (0.0817) after 11 May 2020 (0.0880) (0.0797) (0.0890) after 11 May 2020 (0.0958)
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A.2.4 Link between fSCA and SWE

FIGURE A.11: JIM_OSHD fSCA [0 1] with JIM_OSHD SWE [mm] of tile

p11 for winter seasons 2015/2016 to 2019/2020. Each colored data point

refers to a day of year, while the days of avalanches (DOA) are marked
with red triangles.
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FIGURE A.12: Webcam fSCA [0 1] with JIM_OSHD SWE [mm)] of tile

p11 for winter seasons 2015/2016 to 2019/2020. The webcam fSCA is

calculated with the blue band algorithm of Salvatori et al. (2011). Each

colored data point refers to a day of year, while the days of avalanches
(DOA) are marked with red triangles.
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A25

Best Runs for Simulating the OWSAAC

ROC and AUC Curve for
fSCA and SWE Combinations of the Simple Model
Dorfberg, Davos

1 T T T

08 |range_ =0.0006
range_ = 0.025 to 0.029

I A UC (0.8178)
*®  Simulation runs
Best simulation run

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
POFD

FIGURE A.13: ROC curve and AUC for all simulated runs for the Dorf-

berg site. The simulated runs are marked with purple crosses, the best

run with rangese, = 0.0006 and rangesye = 0.025 to 0.029 is marked as an

orange point. The AUC (blue colored area) with value 0.8178 displays
the integral from 0 to the best run to 1 for both POFD and POD.
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